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Preface

This study is part of a continuing effort to design

a tracking system for use in a ground based laser system

under development by the Air Force Weapons Laboratory.

A correlator/Kalman filter which uses infrared sensor

data was synthesized and tested.

I wish to express my appreciation to my thesis

advisor, Dr. Peter S. Maybeck, for his expert guidance

and enthusiastic support during this project.
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Abstract

Over the past four years considerable work has been

accomplished at the Air Force Institute of Technology to
improve the tracking capability of the high energy laser

weapon against airborne targets. In this research, many

of the prior concepts are incorporated into a correlator/
Kalman filter to develop a tracker capable of providing
precise target position estimates in a dynamic short-
range environment using a Forward Looking Infrared sensor

(FLIR) to provide measurement data. Digital signal

processing is employed on the FLIR data to identify the
underlying target intensity shape function when the target
under consideration has either single or multiple-ihot

spofsif. The estimated target shape function is then used
as the template in a correlation algorithm, where spatial
and frequency domain correlation techniques were explored,

to determine the offsets between the template and the

incoming measurement. These offsets are used as
"pseudomeasurements" in a linear Kalman filter which
exploits knowledge of the process dynamics and statistical
knowledge of the correlator errors to enhance the position

estimates.
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ENHANCED TRACKING OF AIRBORNE TARGETS
USING A CORRELATOR/KALMAN FILTER

I. Itroduction

The rapid growth in laser technology since the early

1960's has led researchers in a wide variety of disciplines

to investigate possible applications of this device. The

unique characteristics of the laser make it a highly

desirable weapon system, with one prospective military

application involving the use of laser energy to destroy

airborne targets (1:14-17, 2:16-19). Since the directed

energy is transmitted at the speed of light from the

source to its destination, the energy arrives at the

target almost instantaneously, eliminating the need

for lead computation. Additionally, the laser can

potentially deposit large amounts of energy on a target

in a short period of time, thereby destroying or disabling

the target without firing an expensive missile for each

engagement opportunity as in conventional systems.

In actual implementation, this system requires a

high energy laser, a very accurate pointing system, and a

very accurate estimate of the target position. The precise

pointing control and target position estimates are

required to concentrate the directed energy on a specific

part of the target, instead of "painting" the entire

target with energy, and to maintain the laser beam on the

4 target long enough to disable the target.

1.1 Background

This study is a continuation of other research

projects conducted at the Air Force Institute of Technology

4



(AFIT) over the past four years which have investigated

possible solutions to the target tracking problems

associated with directed energy weapons. Currently, the

Air Force Weapons Laboratory (AFWL) uses correlation

trackers to provide precise target position estimates to

feedback controllers in the presence of disturbances.
These disturbances include any effect which can cause
relative motion between the beam and the target, such as

true target motion, atmospheric jitter, and sensor measurement

errors (3:2). A correlation tracker compares new target

information received from a sensor with a template,

consisting of either predetermined or previous real-time

data. Correlation techniques are then used to estimate

the relative position offsets from one data frame to the

next. This relative position information is then used

to drive the tracking servo error voltages in azimuth
and elevation to keep the target image centered within

the sensor's field-of-view (FOV). Although various
sensors capable of providing target position information

are available, the one currently of the most interest

due to its passive nature, and the one which will be used

in this research, is the Forward Looking Infra-Red sensor

(FLIR) (4).

The correlation algorithm is well suited to many

practical applications because this methods requires no

a priori information. However, in many tracking situations

certain target parameters such as shape, size, and

acceleration characteristics are either known or could

be estimated, which would enhance the tracker's ability

to estimate the true target position. The effects of
atmospheric disturbances on radiated waveforms are

known and statistical data could be used to separate the

true target motion from apparent motion due to disturbances.

This separation is crucial since the directed energy beam

2



does not undergo the same distortion as the infrared

wavefront eminating from the target. Additionally,

statistical data on FLIR noise and background noise is

- available, and can be used to provide a better estimate

of the target's true position (5:222). The desire to

exploit this knowledge, unused by the correlation

trackers, led researchers at AFIT to investigate the

possibility of designing an extended Kalman filter as

an alternative to correlation trackers. This method was

selected because the reduced computational loading

incurred with implementing this filter, when compared

to other nonlinear filters is great enough to warrant an

evaluation of its performance.

An extended Kalman filter can incorporate estimates

of target pararters such as size, shape, and acceleration,

as well as statistical information on the effects of

atmospheric distortion on radiated wavefronts, and sensor

errors, to aid in separating the true target motion from

the apparent motion created by disturbances. In initial

research efforts, the extended Kalman filter outperformed

the correlation tracker against targets exhibiting a

single point source of infrared radiation, or "hot spot",

when the intensity function was relatively well-known

by the filter, and the internal filter structure was

designed to depict the tracking environment to be

encountered (5,6). The performance enhancement achieved

by the extended Kalman filter under these controlled

conditions led to further efforts to design a filter

capable of accurate tracking in an environment when the

target intensity pattern on the FLIR image plane is not

4 well known a priori (7,8). Additionally, as in realistic

situations, the tracker has to be capable of tracking

targets exhibiting both single and multiple hot spots
which change in time, so the target intensity pattern

4 must be identified in real time.

3
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In the thesis by Captain S.K. Rogers (8), a digital

- .processing algorithm was developed which is capable of

identifying the target intensity pattern in real time

for a single or multiple hot spot target when neither

the functional form of the target intensity nor the

number of hot spots is known a priori. This algorithm,

shown in the upper path of Figure l.and detailed in

section 1.2, was implemented by Rogers in two trackers.

The first tracker used the estimated target shape intensity

directly in the measurement model of an extended Kalman

filter while the second. tracker used the estimated

target shape as a template in an enhanced correlator to

provide target measurement information to a linear Kalman

filter. A linear Kalman filter can be utilized in this

tracker because the outputs of the correlation algorithm

are offset distances which are linear functions of the

chosen state variables (see Chapter 3). Both trackers

exhibited significant performance potential against

targets having benign dynamics, with the extended

filter having larger mean errors and the correlator

filter having larger standard deviations (8,9). However,

the reduced computational burden associated with t1e

actual implementation of the correlator/Kalman filter,

and the enhanced potential of using this filter with

optical processing alternatives, strongly urges further

investigation of this approach (9).

1.2 Problem Overview

The purpose of this research is to expand on the

Rogers' work by investigating the feasibility of

utilizing a linear Kalman filter in cascade with a

correlation algorithm, using either the correlation

method employed by Rogers or an alternative method as

developed in Chapter 4. Alternative correlation methods

were explored to determine if either a reduction in the

4
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computational loading of the correlator could be achieved

without a degradation in performance, or another method

is available which reduces the mean errors and standard

deviations of the correlator without a substantial

computational increase. The ability of the correlator/

Kalman filter to track targets exhibiting single and

multiple hot spots over a varying range of dynamic

profiles will be evaluated. These dynamic profiles were

specifically designed to evaluate the ability of the

filter to track changes in the target dynamics as well

as changes in the target's intensity pattern. The target

scenarios and reasons for selection of those scenarios are

detailed in Chapter 2. In the single hot spot case, the

performance achieved by the extended Kalman filter

employed by Harnly and Jensen (6) will serve as the

standard against which the correlator/Kalman filter

performance will be evaluated.

As shown in Figure 1., measurement information of

target position for the correlator/Kalman filter is

generated by the FLIR sensor. In this research the FLIR

tracking window is 8 pixels wide by 8 pixels high where

a pixel length of 20 U radians is used, although aq

expansion of this window is possible. The measurement

information presented to the tracking algorithm is the

average intensity over each of the 64 square pixel

elements within the 8 x 8 tracking window. The concept

of the correlator/Kalman filter is to generate an accurate

reference image of the target's intensity function on

the FLIR image plane to serve as a template for correlation

with new data received from the sensor. In Figure 1.,

either path 1 or path 2 is followed depending on the

correlation method being used. The results of the

correlation of these two data arrays namely, the indicated

angular position offsets of the target centroid,

Equation (1-3), from the center of the FLIR field-of-view

6



(FOV), can then be used in the measurement model portion

• "of a linear Kalman filter to estimate target offsets

from the center of the FOV. The linear Kalman filter

processes the measurement vector, z(ti), using

+. =X(ti- + K(t i  {Z(t i - H x(ti) (1-1)1 -1 -1 -1
where

x(t.+) = state estimate vector after measurement
--- incorporation at time t.

x(t i ) = state estimate vector propagated from
previous measurement update to time ti

K(t i } = Kalman filter gain

z(ti) = measurement vector of the estimated offset
1 distance in the horizontal and vertical

direction from the center of the FLIR plane
to the centroid of the intensity function

H(t.) = linear combination of the states which
-- 1 contribute to the respective measurements

A detailed development of the Kalman filter equations is

given in Chapter 3. These estimated offsets are to be

regulated to zero by using the estimates as inputs to a

pointing controller that points the laser beam and the

center of the FLIR FOV appropriately. The state estimates

are also used to aid in estimating the shape function in

the data processing algorithm.

The primary focus of the Rogers thesis was to

.4 generate an accurate estimate of the target's intensity

shape function and to evaluate its performance in a benign

tracking environment where the target did not leave

the FLIR FOV in one sample period. Thus, a four-state
estimate vector, x(ti), consisting of estimates of the

x and y positions due to true target dynamics and the

x and y positions due to atmospherics was utilized (10).

The position estimates are along the FLIR horizontal and

vertical axes respectively. However, in order to track

targets over a wide dynamic range the capability to

7



to predict future target position is required; thus,

in this research the four-state estimate vector is replaced

by an eight-state estimate vector, consisting of

estimates of the target's position due to dynamics and

atmospherics in the x and y directions as well as

estimates of the target's velocity and acceleration

in both the x and y directions.

In the lower path of Figure 1, the Kalman filter

incorporates the measurement information, using Equation

(1-1) at time ti, and utilizes its internal dynamics
* model to propagate its estimate of where the true target

position will be at the next sample period, ti+1, using
1,~ ti~t)x(ti+  (1-2)

where

1(ti+lrt i) = filter state transition matrix as
defined in Equation (3-11)

The FLIR is located so as to zero out the estimated

target dynamics position components which are the first

two states of x(ti+l) The atmospheric disturbances

which can cause apparent translational offsets of the

intensity function on the FLIR image plane are also

accounted for by x(til) and the correlator template

is positioned with this estimate. The incoming measurement

array is then correlated with the template to determine

the position offset between the two arrays. Errors in

the correlation algorithm are reduced by processing the

position offset estimates with the Kalman filter which

exploits statistical knowledge of the correlator errors
to produce a better position estimate for actual

tracking purposes (9:13-14). The Kalman filter then uses

its internal dynamics model to propagate its best

estimate of the states at the next sample time, x(ti+ 2).
The upper path of Figure 1 is designed to generate

the template for correlation with the incoming FLIR

b
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data array. The fundamental concept of the algorithm

is to utilize the fact that the actual target image

will change rather slowly relative to a given sample

period while background noises will typically change

more rapidly. This path generates an estimated representation

of the average value of the target intensity pattern

over each pixel, which wobld be observed if the measurementA

were noise-free and the filter state estimates were

perfect. The location of the centroid of the target

intensity pattern is the sum of the effects caused by

true target dynamics plus apparent translational motion

caused by atmospheric disturbances. In the x-direction

the centroid of the target's intensity profile is defined

by

Xcentroid Xdynamics + Xatmospherics (1-3)

and control action is applied to zero out the estimated

Xdynamics, and similiarly in the y-direction. Thus,

under these conditions the target's intensity profile

will bt Zfset from the center of the FLIR FOV by the

predicted atmospheric states, Xa (ti ) and Ya(ti-}.

To generate the estimated target intensity pattern

from the noise-corrupted FLIR data, interframe smoothing

is employed to attenuate the noise. The raw FLIR data

is put through an FFT to allow for efficient data
processing and possible spatial frequency filtering.

In order to center the target in the original spatial

domain, the appropriate negating phase shift is applied

to this transformed image. The offset estimate for the

frame at ti is provided by Xcentoid(ti+) and y centroid

( +ti+ ) based on Equation (1-3) as obtained from the

Kalman filter. The phase shift is computed according to

the shifting property of the two-dimensional discrete

Fourier transform (8:Equation (2-7) ), with the output

of the "Negating Phase Shift" appearing as the result

9



7-

of passing a centered target image through a FFT.

This result can then be averaged with the most

recent N such centered and transformed data frames to

attenuate the background noise and accenuate the underlying

target pattern. Instead of explicitly storing N data

sets, finite-memory averaging is approximated by using

exponential smoothing

2(t1 ) = aG(t.) + (l-c)G(ti_) (1-4)

where

2(ti) = current data frame value of G

G(ti) = current estimate of G
A

G(ti previous smoothed estimates of G

= smoothing parameter; O<t<l

Thus, a smaller a corresponds to a longer finite

memory being approximated as appropriate for slowly

changing target patterns (9:8-11).

At time ti , the output of the "Exponential Smoothing

of Centered Data" block is a representation of the FFT

of the estimated target intensity pattern corresponding

to a centered image. This pattern is then evaluated

using x(ti+l-) which, due to the previous controller

action, corresponds to offsetting this FFT by the phase

shift corresponding to the atmospheric state components

of x(ti+l) as generated by the Kalman filter. The

intensity function, h(x(ti+l), ti+l), is then ready for

use as the template in the correlation process at the

next sample time ti+1, and is placed in a one period

storage location awaiting the next measurement. Note

the previous contents of this location which corresponds

to the estimated intensity function generated by the

smoothing algorithm at ti_I , was used as the template at
'i ~ie hCti-) xt+

ti , i.e. h(x , ti), to generate _(ti and x(ti+1 ).
Depending on the correlation method used, the correlation

10



of the template and the incoming data array is either
accomplished in the frequency or spatial domain. For

a detailed development of the upper path of Figure 1,

see reference 8.

1.3 Plan of Attack

This section presents a general overview of the
flow of this research as depicted in Figure 2.

Truth Design Implement
Model Implement Correlation
Changes 8-State Methods

Filter

T oTruth Model Correlation
Filter, and MethodsQ Correlators

Model Perfoance Analysis Using"-j Changes Incor- -Monte Carlo Simulation

, Harnly and Jenseni
Filter Used as

,, Benchmark of
; Performance

I Conclusions About
Filter Performance

Figure 2. Research Plan of Attack Flow Diagram

f.

I . .. . . . . .. . .
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The computer simulation developed by Captain Rogers

(8) was used as the basic computer program to which

changes were made to evaluate the performance of the

correlator/Kalman filter in realistic tracking environments.

This approach required that realistic target trajectories

be incorporated into the truth model in place of the benign

target trajectory model used by Rogers. Additionally,

a model was developed to account for the movement of

both single and multiple hot spots relative to the

aircraft center of mass and to project the hot spot or spots

onto the FLIR image plane for measurement data. The

four-state Kalman filter used by Rogers was replaced by

the eight-state Kalman filter which is developed in

Chapter 3. Finally, based on a literature search of

available correlation methods, alternative correlation

methods were selected based on the criteria previously

discussed, for evaluation, against the correlation method

used by Rogers, see Chapter 4. As a result of this
evaluation, one alternative method, along with the method

developed by Rogers, was implemented in cascade with

the Kalman filter.

The truth model, Kalman filter, and correlator models

were incorporated into a computer simulation for a

performance analysis using a Monte Carlo simulation.

Additionally, the truth model changes were incorporated

into an extended Kalman filter developed by Harnly and

Jensen (6) to track only single hot spot targets with

intensity functions well described as bivariate Gaussian

to provide a benchmark of performance for the proposed

algorithm.

1.4 Overview

Chapters II, III, and IV, discuss in detail the

mathematical models used in the computer simulation.

Chapter II presents the truth model which represents

12i-
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the environment from which measurements are taken.

Chapter III describes the eight-state linear Kalman filter

used in the computer simulation. Chapter IV presents a

mathematical development of the methods of correlation

used and an analysis of the performance of these

correlation methods. Chapter V presents a performance

analysis of the linear cQrrelator/Kalman filter and the

Harnly and Jensen filter against targets exhibiting a

wide range of dynamic profiles and both single and

multiple hot spot intensity shapes on the FLIR image

-* plane. Chapter VI presents the conclusions and recommendations.

13
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II. Truth Model

2.1 Introduction

The truth model is the best mathematical representation

of the real world process to be simulated that is available
to, and can be implemented by, the researcher. In this

study, the truth model portrays the motion of the target,

an air-to-air missile or a multiple engine aircraft, in

inertial space and the intensity function emitted by the

target which is distorted by atmospheric disturbances.

The resulting infrared image is then projected onto the

two-dimensional FLIR image plane. With this distorted

target intensity pattern projected onto the FLIR image

plane, spatially correlated and temporally uncorrelated

noise which accounts for background and inherent FLIR

noises, are added to create the corrupted measurement

array, A(ti), for incorporation by the correlator/Kalman

q-P filter.

This chapter outlines the truth model used in this

study. For details of how the components of the model

were developed, consult the cited references.

2.2 Target Model

This section develops the equations which represent

.4 the trajectory of the target being tracked in inertial

space and translates that into motion on the two-dimensional

FLIR image plane, which is represented by movement of the

target intensity patttern within the FLIR field-of-view.

4Although this motion consists of several components,

in this research the apparent target motion due to

boresight errors, FLIR system vibrations, etc., are

assumed to be negligible compared to the motion due to

4 target dynamics and atmospheric jitter. Thus, the

continuous time target model describes the apparent target

motion due to actual target dynamics and atmospherics

14
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by means of differential equations, as well as stochas-

tically to represent the statistical properties of the

physical processes of concern and to account for the

unmodeled physical effects.

* As developed by Harnly and Jensen (6), the continuous

br- target dynamics model accounts for the true location of

the target center of mass on the two-dimensional FLIR

image plane in the horizontal direction, a, and in the

vertical direction, 8. A deterministic model was used

to provide a time history of the target location so

that specific trajectories could be generated for tracker

evaluation although a stochastic model could be used. Thus,

k 1(t)= (t) = horizontal velocity

A 2 (t) = O(t) = elevation velocity

or

gD (t) = u (t) = [ t) i(t]T(2

While a target trajectory could also have been generated

by simply reading in time histories of a and 8 , a

deterministic model of the form of Equation (2-1) was

selected so a switch from the deterministic form to either

a first-order Gauss-Markov process, a Brownian motion

stochastic process, or the sum of a deterministic and

stochastic model could readily be implemented if desired.

The atmospheric disturbances, as developed by Mercier

(10), were modeled as third-order Gauss-Markov processes,

described by the output of a shaping filter with a

frequency domain transfer function of

X= K(14.14) (659.5) 2 (2-2)
wi3  (S+14.14) (s+659. 5)

2

driven by a unit strength white Gaussian noise w3.

A duplicate independent model is used to generate YA
i
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in the vertical FLIR plane iirection. Physically,

this corresponds to jitter in each of the two FLIR

image plane coordinate directions being modeled as the

output of a linear third order system driven by white

Gaussian noise, developed to match the power spectral

density characteristics of the observed physical jitter

phenomenon. The atmospheric jitter is then represented

in both FLIR plane directions by a stochastic differential

equation of the form

-4(t) At)Wt) +A(t)KA(t) (2-3)

where

AA(t) = six atmospheric noise states

AWt) = atmospheric plant matrix

GA(t) = atmospheric noise distribution matrix

!!A(t) = two-dimensional vector of white Gaussian
noise inputs with statistics:

{w (t)} = 0

and

EA(t) T (t+ T)l = A (t) 6(T)

After augmenting the atmospheric states to the dynamic

.4 states, Equations (2-1) and (2-3), and writing the equations

in an equivalent discrete time form (6), the solution to

the discretized truth model propagation of the motion

of the target intensity function has the form

i+1 1  =j1 i+ 1 ) 5At1 Rd (t)+ [0 HAd (t) (2-4)

IA -42
4

16



where

x(ti) state vector of the two dynamic states and1! - six atmospheric states

ti+lt
B (ti) input matrix for dynamics = (ti~1 ,ti)B(T)dT

Rd(ti) piecewise constant function (constant between
sample times) evaluated at the interval.midpoint
as an approximation to the integral of a(t) and
M(t) from ti to ti+. Explicitly,

&"(t + At)
12

01(t.+ At)
-2

At t -t.
i+l i

2!Ad(ti) = discrete-time white Gaussian noise with statistics:

E{WAd(ti)} = 0

E{WAd(ti)d(tj)} = I6i

and

-SAdti) C'-QAd'ti-dt
4ti+l_ GT  T= _ (ti+ 1,T)GA(T)QA(T) - (T) ±_(ti+l,T)dT

[ 1

where CVQd represents the Cholesky square root of QAd

4 See reference (12) for development.

L1



Thus,

-E _Ad FAdti) -0

E{ c w dT t .)c _ T l -_
.d ( -A O-Adij

Explicitly, the state transition matrix is

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

o o -AAt o a oS0 0 eA~ 0 0 0 0 0

0 0 0 eBAtAteBAto 0 0
-(ti+l t BAt

-BAt -BAt
0 0 0 0 0 e Ate

-BAt0 0 0 0 0 0 0

The three by three submatrics in $_(ti+,t) are ideAtical
and propagate the atmospheric disturbances in azimuth and
elevation with poles A and B as shown in Equation (2-2).

At 0

0 0 At

0 0

0 0

B (t.) =
-d 1 0 0

o 0

0 0

-0 0

For a detailed development of Equation (2-4) consult ref. 6.
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The last step in the target dynamics model is to

define the azimuth velocity, a(t), and elevation velocity,

a(t), in the FLIR image plane. To simulate this motion,
the target velocity was initially calculated in an inertial
frame, with its origin at the center of the FLIR image

plane, and then projected onto the two-dimensional FLIR
image plane. The relationship between the FLIR frame and

inertial frame is shown in Figure 3.

y

YFLIR X FLIR

-~I x

z

Figure 3. Inertial Coordinate Frame

The geometry involved in the azimuth directior# is as

shown in Figure 4.

x

x
Sx(t)

I
-I----- z

,i- zilt)

Figure 4. Azimuth Geometry
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From Figure 4,

a'I (2-5)

and
c(t) - (2-6)z2 (t) +x2 (t)

Equation (2-6) yields an azimuth velocity in radians/

sec which is converted to FLIR image plane units, pixels/

sec, by dividing a(t) by 20x10 -6 radians/pixel (6t33).

Similiarly, Figure 5 shows the geometry involved in

computing the elevation velocity.

. Iy

Y1 (t) - - - - - - -

r

S-,x-z plane

rh (t)

Figure 5. Elevation Geometry

2

20

ai



where

2 2 2
r = range = {x2(t)+yi(t)+z2(t)}

rh = horizontal range = xi(t)+z 2 (t)}

From Figure 5, the tangent function can be used to

find 0:

8 = tan-l (t) (2-7)

and

a(t) = rh(t)yI(t)-YI(t)th(t)

2 2
rh (t)+yI(t)

' ~~ ~ =h(t i()Y(txI W *I (t)+ +I (t) I(t)

r rh(t):I(t) _y1 M) rh(t) (2-8)

,.. r2 (t)

The elevation velocity is then converted to pixels/sec also.

By inserting Equations (2-6) and (2-8) into Eqation

(2-4), deterministic time histories for the truth model

propagation can be generated to produce the desired

trajectories for the target.

2.3 Trajectory Description

. A thorough evaluation of the filter's tracking

performance requires that specific trajectories be designed

to test the ability of the filter to maintain an accurate

estimate of the target's true position under various

circumstances. A benign crossing trajectory was selected

to serve as the baseline for the filter's performance,

as this should be an easy trajectory for the filter to

track. For the multiple hot spot case, a rolling

trajectory was designed to evaluate how well the data

21



processing algorithm can reconstruct the target intensity

pattern when the target's intensity pattern exhibits

changes on the FLIR plane relative to the aircraft

center of mass. Several trajectories were designed

to evaluate the filter's ability to maintain track on

a target performing highly dynamic maneuvers. Note,

as will be discussed later, under these circumstances

while the center of the target intensity pattern

relative to the aircraft center of mass does not change,

the orientation of the elliptical intensity pattern as

projected onto the FLIR image plane will change.
Finally, a trajectory was designed to evaluate the ability

of the algorithm to estimate the target position when

the target is performing a high-g maneuver and the dynamic

shape of the intensity pattern is also changing

simultaneously.

The benign trajectory which served as the baseline

for filter performance was simulated by having the target

fly a cross-range trajectory parallel to the x-y plane.

The flight path referred to as trajectory 1, is depicted

in Figure 6.

(NOT USED)

I
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y

o  x 0"inertial /inrta initial xyz
velocity coordinates

z 0

Figure 6. Trajectory 1

The inertial location of the target at t0 is

xI(t0) = 5000.0 m

Yi(t0) = 500.0 m

zI (to) = 20000.0 m

The trajectory throughout the simulation is given by

AI (t) = -1000. m/sec

I(t) = 0. m/sec

2i(t) = 0. m/sec

23
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Trajectory 1 was used to evaluate the performance

of the filter against a multiple hot spot target flying

either a wings level trajectory or a roll maneuver.

Roll rates of .5 radians/sec and 1.0 radians/sec were

used as being representative of realistic performance.

To evaluate the performance of the filter against

a target performing a manfeuver, the target was initialized

with the same inertial location and velocity as shown in

Figure 6. Two seconds into the simulation, a constant 9

pullup maneuver was initiated which lasted for three

seconds, and the simulation was terminated. The flight

path, trajectory 2, is depicted in Figure 7.

y

.4 1X

z/

Figure 7. Trajectory 2
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The trajectory prior to the pull-up manuever is des(-- bed

by

=-1000 rn/sec

=It 0.

=t 0.

and is initiated at inertial coordinates

x I(t 0) = 5000 mn

Y1 (t 0) 500 m

z I(t 0) =20000 m

At t.i=2.0 sec, the pull-up maneuver is initiated at the

inertial coordinates

x (t)= 3000 m

Y1 (t 2) 500 M

z I(t 2) 20000 mn

The velocity equations are then

M1t = -1000 cos(w(t-2)lm/sec

9t)M = 1000 sinfw(t-2)lm/sec

IIM= 0. rn/sec

4 and the inertial position of the target can be determined by

x I M = x I(t 0)-2000-{l000/wlsin{w(t-2)1 mn

y1 (t) = y I(t 0)+{l000/w}{l-cos w(t-2)1 mn

z Mt = 20000 mn

25



The trajectory 2 equation can be modified so that

instead of the target performing a pull-up maneuver

in the inertial y-direction the target motion is in the

negative inertial z-direction. In this case, the target
turns in toward the FLIR image plane, and three distinct

* 'ellipsoidal intensity patterns are projected onto the

FLIR plane. With the x 6quations being as previously

described, the motion of the target is defined by:

(t)= 0.0 m/sec

( t ) = -1000.0 sin{w(t-2)} m/sec

The inertial position is given by:
4

Yi(t) = 500.0 m

zI(t) = ZI(t 0 )-f1000/w}{l-cos w(t-2)1 m

w is set at various constant values in different

simulations, to evaluate the performance of the tracker

against targets exhibiting varying degrees of maneuverability.

In this research, the performance of the tracker against

targets performing 2 and 5 g turns was evaJ.ated.

(w = 0.0196 and 0.049 radians/sec respectively). Note that

this trajectory represents a step change to a constant g

maneuver. Although realistically such changes do not occur,

for ease of implementation this method was used. However,

this also implies that the filter is being required to track

a harsher maneuver than the more realistic pull-up

maneuver, in which w builds up smoothly from zero to a

constant rate, and thus better performance should be achieved

in the more realistic environment.

Trajectory 3 was motivated by the desire to evaluate

not only how the filter responds when the target being

tracked initiates a maneuver, but also how the filter

responds when the target terminates the maneuver.

26



Trajectory 3 is initially the same as trajectory 2,

with a two-g pull-up maneuver being initiated at

t = 2.0 sec. With this maneuver the target has an

inertial velocity at t = 3.5 sec of

A (t = 3.5) = -999.58 m/sec

:? i(t = 3.5) = 29.069 m/sec

2i(t = 3.5) = 0. m/sec

The target terminates the pull-up maneuver at t 3.5

sec and continues at this constant velocity for the

remainder of the simulation.

The final trajectory, trajectory 4, was designed

as the most realistic trajectory, and also to evaluate

the performance of the filter when the dynamic shape

of the target intensity pattern is changing. Trajectory

4 is initialized identically to trajectory 2. However,

-. at t = 2 sec, a two-g turn is initiated, with the target

turning toward the FLIR plane displaying motion in all

inertial directions (see Figure 8).

y

Figure 8. Trajectory 4.
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This maneuver can be derived by the two coordinate system

transformations shown in Figure 9.

y z

w(t-2) 1w(t-2 2

x >y1

xl Y2

p, Figure 9. Out-of-Plane Coordinate Frame Rotations

Explicitly writing out the coordinate transformations

yields:

1 0 0 A B 0 V

=I(t) 0 A B -B A 0 0

M. 0 -B A 0 0 1 0

where

A= Cos w (t-2)

B= sin w (t-2)

Performing the matrix multiplication gives the velocity

equations as:

28
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xI(t) = -v{cos w(t-2)1 m/sec

Yi(t) = vfcos w(t-2)}sin w(t-2) m/sec

2zi(t) = -v{sin w(t-2)} m/sec

and the inertial target position is:

xi(t) = xI(t 0)-2000-{(1000/w) (sin w(t-2)}

Yi(t) = Yi(t 0)+{(1000) (sin 2w(t-2))}
2w

zi(t) = zi(t 0 )-1000{(t-2)-l sin(2w(t-2))}2 4w

where in this simulation v - -1000 m/sec. The out-of-

plane angle associated with this maneuver can be found

by

-I
op angle = tan zI (t)

y1 (t)

2.4 Measurement Model,

With the motion of the target defined, the next

step is to define the intensity function generated by

the target and project that function onto the FLIR

image plane. For distant targets, the intensity

pattern projection onto the FLIR image plane is well

approximated by a bivariate Gaussian function with

.circular equal intensity contours (5:223). However,

for closer range targets, Harnly and Jensen, ref 6,

found an elliptically shaped pattern was a better

representation of the true intensity pattern. This

intensity function is

4 I(xY) = Imaxexp0"5{(x-Xpeak)(Y-Ypeak)}{P}-l(x-Xpeak (2-9)

29



where the variables, as shown in Figure 10, are

V I max =maximum target intensity

xpek pa coordinates of peak intensity function

a A a 1 =v eigenvalues of P; cooresponding to the

ellipse semimajor axis along the velocity

vector and the semiminor axis perpendicular

to the velocity vector respectively.

v =velocity component of the target perpendicular
LLOS

to the line of sight from the FLIR image

plane to the target

8= orientation angle of vos in the FLIR

plane, aligned with the semimajor axis of

the intensity pattern vl.

.eoevation a
Cpv

Ypeak a

"i ' azimuth
X peak

y-y

Figure 10. Image Intensity Characteristics
'4
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For this research, a pixel dimension of 20 p rads

is used. The movement of the point of maximum intensity

Lt on the FLIR image plane defined by xpeak and Ypeak is
determined by a(t) and 0(t), expressed in p rads,
respectively after the effects of tracker controller

action have been accounted for. Therefore, the 8x8 FLIR

FOV will be 160 U rads wide in azimuth and 160 p rads

wide in elevation. Because of this small FOV, angular

displacement of the target from the FLIR FOV can be
approximated by linear displacement on the FLIR image

plane. Similiarly, angular velocity closely approximates

linear velocity in the FLIR image plane (6:24). Thus,

angular measurements were used.

The intensity pattern on the FLIR image plane is

produced in several steps. From the simulation of the

inertial position and velocity of the missile, the
azimuth velocity (x velocity in Figure 11), elevation

velocity (y velocity in Figure 11), and speed (the

magnitude of the velocity vector in inertial space),

were computed in rad/sec. The azimuth and elevation
velocity then define the missile velocity component

perpendicular to the line of sight, vlLOS, and the

ratio of vLLOS and speed is the cosine of the out

of place angle, y. Figure 11 shows the geometry
involved (6:24). Explicitly, the relationships are:

cos e = M(t)
Iv.LLOS

sin 0 0(t)

where

* IVLOS {c2(t)+02(t)1h
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and

cos y =Iv LOS[

lv

~Yelevation

Ue

line of sight
to target

Figure 11. Image Projection

With cos y determined, the semimajor axis of the

missile can be projected onto the FLIR image plane.

Referring to Figure 12, where 6 is the length of the

32



semimajor axis in meters, tha length of the semimajor axis

parallel to the FLIR plane is:

'= cos y M

p

By approximating linear distance on the FLIR plane

as the angular displacement, this distance can be expressed

as

p= */.00002 pixels (2-10)

where

p

r
.00002 = conversion factor from radians to pixels

y

ry

YFLIR X FLIR:~ ""
if:- " "" .., , dr .LOS

Ir

Figure 12. Semimajor Axis Projection

4 To make use of information already computed in the
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simulation and with cos Y = 1 at t = 0 for the trajectories

used, Equation (2-10) becomes

v = (cos )(avi) (rI) pixels (2-11)

r

where

r= initial target range

aVI= initial length of semimajor axis in pixels

The radius of the circular missile IR cross-section is

retained as the semiminor axis and similiar to the

development of Equation (2-11) the distance on the FLIR

image plane is given by

pv = pvi) (rI) pixels (2-12)

r

where

a pvI = initial length of semiminor axis in pixels

With these parameters established, the intensity at

any point in the image plane can be computed. This

Qalculation is performed in the image ellipse coordinate

system. The intensity function is then (6:27)

I(x,y) = Imaxexp  0.5 [AxAYJ [Ov 0 -1 Ax] (2-13)

where

Ax = (x-x peak) cos +(y-Y peak) sin e

Ay = (y-ypeak Cos 0 -(X-Xpeak ) sin 0
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6= rotation angle between FLIR axis and image

ellipse coordinate axis

The average intensity for any pixel, as measured

by the FLIR, is the integral of the apparent target

intensity function over the pixel area divided by the area

of the pixel, corrupted by FLIR and background noise.

To approximate this integral, the intensity function was

averaged over twenty five equally spaced points within

each pixel. To complete the simulation, noise corresponding

to FLIR and background noise was added to each pixel.

For one of the 64 pixels in the l-th row and m-th column

the average intensity as measured by the FLIR is

repesented as:

5 50Z lm(ti 1 1 1 a x 0.5 Axlk Ax m i TAx lk

25 k= 1 j= 1 Imaxey

+ nlm(ti) (2-14)

The noise term, nlm(ti), is based on the research 7f

Harnly and Jensen, ref 6, who documented the existence

of spatial correlations of background noise in each

data frame with nonnegligible spatial correlations

between each pixel and its closest two neighboring

4pixels in each direction (6:19). The 64 measurements

are first arranged into a vector. Then, the covariance

matrix, "R", for the zero-mean white Gaussian noise,

n, consisting of components seen in (2-14), is of

dimension 64x64. With the spatial correlation matrix, R,

known, realizations of the noise vector can be produced

by performing a Cholesky square root decomposition of R

and post-multiplying it by a vector of independent,

white Gaussian noises, each of zero mean and variance

35
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of one. The noise vector is

v(ti) = c-vA(ti) (2-15)

where

vA(t i) = white Gaussian noise vector with independent

scalar noises and statistics

E{vA(t i )1 = 0

E{v A (t i )VAT (t j } = ij

The model given in Equation (2-15) is used because the

noise vA is readily simulated via repeated independent

calls to a Gaussian random number generator. Thus, the

covariance of v(ti ) is equal to the correlation matrix.

Efv(ti)v (tj) = E{C/R v'(ti)v' (tj)cv T} = R6..

As justified in the analysis by Harnly and Jensen,

temporal correlation of the background and FLIR noises

are assumed negligible. The noise array vector is t:hen

added to the input array, as in Equation (2-14), to create

the measurement array for the correlator/Kalman filter.

Equation (2-14) represents the measurement array for

a single hot spot target. For multiple hot spot targets,

0@ three Gaussian hot spots with elliptical constant intensity

contours and parallel semimajor axes were used in this

study. The measurement is then the summation of three

double summation terms of the form given in (2-14)

* instead of one, plus the noise as in (2-14).

2.5 Projection of Multiple Hot Spots

The location of the aircraft center of mass (COM)
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in FLIR coordinates can be determined, as previously

described, and the method for projecting the intensity

pattern onto the FLIR plane is the same for multiple

and single hot spot cases because the assumption is made

that the semimajor axes of the ellipsoids are parallel.

Thus, by calculating the angular orientation of one of

the hot spots the orientation of all of the hot spots

is known. Therefore, the only remaining information

required for the projection is the coordinates of the

center of each ellipsoid in the FLIR image plane.

This requires that the distance from the COM of the

aircraft to the center of each ellipsoid be known in

inertial frame coordinates and transformed into FLIR

frame coordinates. For single hot spot targets, the

center of the intensity ellipsoid is assumed to coincide

with the aircraft COM and no additional calculations

are required.

With the orientation of the FLIR image plane

relative to an inertial frame being as shown in Figure

13, and the angles a and $ known, as calculated in the
trajectory model, unit vectors in the directions referred

to as e and e can be determined. Notice that iA FLIR
frame coordinates -"= ey FLIR and ez x FLIR This

coordinate frame was selected instead of using x FUR

directly for ease in implementing the required coordinate

frame transformations (Appendix A).

The e% -z plane is then translated in inertial

space so that the origin of this plane coincides with

the aircraft COM (Figure 14).

From the trajectory model, the velocity vector of

* the aircraft is known. Since the location of the hot

spots in a body fixed frame can be readily determined,

the velocity vector, which by assumption will always

point out the nose of the aircraft, can be used to define
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Figure 14. e,-e z Plane Translation
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K one axis of a coordinate frame with its origin lying

- at the aircraft COM, referred to as the H-frame. Thus,

eHX is defined to be a unit vector in the direction of

the velocity vector and forms one axis of the H-frame.

Performing a cross-product of the velocity vector with

a unit vector in the inertial y direction, J, will

produce a vector normal to j and v, which is normalized

to form a unit in the direction of the second axis of

the H-frame, 'y. Note that this axis will always lie

in the horizontal plane. The third axis of the H-frame

is subsequently calculated by crossing the two H-frame

axis vectors, to produce a vector normal to the Hx-HY

plane, which when normalized becomes eHz The unit vectors

of the translated e -eza frame and the H-frame with

4 origins located at the aircraft COM, are shown in Figure 15.

~37x6
le Ax

eHx (along velocity vector)

../eHy

ee

e eHz

Figure 15. t -e and H-Frame Unit Vectors
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Let the body frame, B, have the x-axis out the

aircraft nose, the y-axis out the aircraft right wing,

and the z-axis out the aircraft belly, and assume

that initially the aircraft is oriented such that the

aircraft body frame lies with the plane of the aircraft

wings in the eHX-eHy plane. SpecificaJvy for the three

hot spot target model used, the initial location of the

intensity functions are shown in Figure 16.

eHx, eBx

1.

3 2 eHy eBy

aircraft COM

Figure 16. Initial Ellipsoidal Centers

* where

eHz' eOz into the page

(D, (D, and®, location of the center of each
intensity ellipsoid, in relation to the aircraft COM.

By assumption, the center of ellipsoid 1 will
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lie along the e x axis. The ellipsoidal centers along
the e axis will remain along that axis unless the

Hy
aircraft performs a roll maneuver, in which case their

location can be determined as shown in Figure 17. In

order to simulate a roll maneuver in this thesis, a

constant roll-rate, w, was used. Using a constant

roll-rate implies a step change from a wing-level

trajectory to a constant roll-rate rather than a smooth

build up to the desired rate. This method was used for

ease in implementing the simulation. However, this also

requires the filter to track a maneuver which is harsher

than realishically would be encountered and thus the

results obtained are for a worst case scenario.

eHx eBx (out of the aircraft nose)

e Bz

SeHz

I

e Hy

(in horizontal
plane)eBy (in plane of aircraft wings)

Figure 17. Roll Maneuver Geometry

414



Since the intensity funciton centroids are offset

in the e Bx-eBy plane, the only calculation required to
determine the direction of the ellipsoidal centers is

ey Cos e + sin e

By Hy Hz (2-16)

where

K 0 is the roll angle measured from eHy to -eBy In
simulations for this thesis, 0 is the result of a
constant roll rate w, =wt

Thus, the location of the three hot spots relative to the

H-frame can always be determined.

The final step is to convert this distance to the
equivalent offset distance on the FLIR image plane.
Let 6 represent the distance in meters from the aircraft
COM to the center of ellipsoid 2, lying in the positive

eBy direction. This is depicted in Figure 18.

ee

e Hx ' eBx

Se z ak -- e B y

Figure 18. Hot Spot Offset
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an

By taking. the following dot products, Ve B*t e an
6{eBy.,1e the projection of the ellipsoidal displacement

onto the translated e --OZcx plane is determined, as
shown in Figure 19.

y

e

x

z

Figure 19. Distance Translated in -e -e O Plane

where

60T 6( ~(By* eB= distance along translated 'e' axis
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in meters.

.zaT = 6 (eBy-Z) = distance along translated

e axis in meters

With 60T and 6za T known; this distance ±s converted

into distance on the FLIR image plane. Since the

translated e8  plane is normal to the range vector,

the angular displacement of the hot spot from the center

of the FLIR FOV can be used to approximate the linear

displacement in the FLIR plane. In the le direction,

68= tan e = = 6OT (2-17)

r

where

e = displacement angle as shown in Figure 19.

r = range

Equation (2-17) gives the distance, 6V1 in radians9 which

is converted to pixels by dividing by .00002 radians/pixel.

Displacement in the eb direction is added in the YFLIR

direction to the coordinates of the aircraft COM to

determine the YFLIR location of the hot spot. Displacement

in the e direction is likewise calculated and subtractedeza

from the coordinates of the aircraft COM to determine the

XFLIR location of the hot spot because of the axis

orientation shown in Figure 13. Thus, the coordinates

of the ellipsoidal centers in the FLIR image plane are

known. To demonstrate this projection, a sample trajectory

was run with initial coordinates

xI = YI = zI = 10,000 m
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and constant velocity

xi(t) yi(t) zi(t) = -500.0 m/sec (2-19)

The target is moving directly at the FLIR image plane

therefore,

&(t) = 8()= 0

for the entire trajectory. Hot spots were initially

positioned 1 meter forward of the aircraft COM in the

eHx direction and (±) .5 meters in the e direction.

Two simulations were used to demonstrate this projection

model, The first run, see Figure 20, shows that for a

roll of n radians, hot spot 1 stays centered in the

eo-eza plane, while hot spots 2 and 3 roll through w

radians and remain positioned w radians apart on the
eo-eza plane. As the aircraft approaches the tracker

location, the distance from the aircraft COM to the hot

spots as projected onto the FLIR plane will increase

which accounts for the offset semicircles seen in Figure 20.

The second run also initialized as in (2-18) with velocity

components as in (2-19), was used to show the proper

displacement on the e -e za plane. During this run, shown

in Figure 21, the aircraft conducted a 2 w roll about

its velocity vector with the hot spots positioned as in

the first run. Substituting the initial conditions from

Equation (2-18) into Equation (2-17) yields the initial

offset distance for hot spots 2 and 3 from the aircraft COM.

, - [3,l.00 ')P]00102 (±) 1.44 pixelsL' z L(3)(lOOOOz~ 0 00 0 2]

For a 5 second simulation Equation (2-19) can also be
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7 -

used to determine the inertial position of the aircraft

at t = 5.0. Thus, Equation (2-17) can again be used to

determine final offsets of the hot spots.

6~ [rt W orn [.ooSo2 L,± 1.93 pixelsaz 1 (3) (7500') I} .00002

As shown in Figure 21, hot spots 2 and 3 roll through

2 w radians with initial and final offset distance as

calculated and hot spot 1 remains centered in the plane.

For a detailed description of the projection model

equations, see Appendix A.
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III. Kalman Filter

V 3.1 Introduction

The primary focus of Rogers' thesis (8) was to

develop an algorithm capable of indentifying, in real-

time, the intensity function of the target. As such,

the ability of the Kalman filter to track a realistic,

highly dynamic target was not of primary concern, so a

four-state Kalman filter, consisting of estimates for

the x and y position due to true target dynamics and

the x and y position due to atmospherics, which sum

together to form the apparent target centroid location as,

x =x + x (3-1)
centroid dynamics atmospherics

and similarly in the y-direction, was used. Such a
model is acceptable if the target is not highly dynamic

and does not leave the FLIR FOV in one sample period.
However, in practical applications a missile can travel

many times the width of the FLIR FOV in one sample period.

For example, a typical missile at a range of 10 km can

travel approximately 80 pixels per sample period and a
FLIR with an 8x8 pixel FOV and no predictive capability

will not be able to keep the target within its FOV,

resulting in loss of target track (6:69). Therefore,

the tracker must have a predicted target position for the
.°4 next sample period.

Although a six-state filter which additionally

estimates target velocity in both directions might be

appropriate in certain situations, previous research

4 efforts have shown that in order to achieve accurate

target position information acceleration estimates in

both directions must be incorporated into the filter

model as well, resulting in an eight-state filter (6).

4
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Of the acceleration models most commonly used, first order

.* Gauss-Markov and constant turn-rate models have yielded

the best results, with the constant turn-rate model

proving more representative of the tracking scenarios

being investigated (7,16). However, the performance

enhancement achieved by using the non-linear constant

turn-rate model is not so significant as to justify

the increased computational burden associated with its

implementation over the linear Gauss-Markov model (11).

Therefore, a first-order Gauss-Markov acceleration

model was selected for this study. As in Rogers'

four-state filter, this filter uses the Gauss-Markov

model developed by Mercier for the atmospheric jitter

process (10).

3.2 Acceleration and Atmospheric Models

Target acceleration and atmospheric jitter are

modeled as stationary, first-order Gauss-Markov

processes, generated as the outputs of first-order

lags driven by white Gaussian noises. The differential

equation describing such a process is

- x(t) + w(t) (3-2)

and

E{w(t)} = 0

E{w(t)w(t+T)} = 2a2 6(T)
T

V
where

x(t) = the Gauss-Markov process with initial

conditions determined from a priori

knowledge of the process
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T - correlation time of x(t)

w(t) = white Gaussian noise process

a = root mean square value of x(t)

Throughout the development of this chapter, the

subscripts a, d, and f, will be used to represent

atmospherics, dynamics, and filter, respectively.

For the atmospheric position, the correlation time

constant, Taf, as developed by Mercier (10) will be

used. The acceleration time constant, Tdf, is a

parameter to be established during the off-line filter

tuning process although on-time estimation techniques

could be employed (13:Chapter 10). Equation (3-2)

serves as the stochastic model upon which the filter

is based.

3.3 State Space Model

The eight-state filter will now be put into

state space notation. The dynamics model in each

direction is

Sdf(t) Vdf(t)

df d" Vdf(t) = adf(t)

.4 A df(t) = - 1 a (t)+wdf(t) (3-3)
Tdf df

and

E{Wdf (t)) = 0

E{Wdf(t)wdf(t+T)J = 2a2df 6(T)
* Tdf
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where

Tdf correlation time assumed for target acceleration

a2 = assumed target acceleration process variance
df

The atmospheric disturbance model in each direction is

.af (t) =- Xaf(t)+Waf(t) (3-4)
Taf

* and

E{Waf(t)l = 0

ElWaf(t)Waf(t+T)} = 2a(f6r)
Taf

where

Taf = correlation time assumed for atmospheric

jitter

0a2 f= assumed atmospheric jitter process variance.af

*. Augmenting the atmospheric states to the dynamic

states, the propagation equation upon which the Kalman
.0O filter is based is formed:

-f (t) - F (t) G(t)+2ft)wf (t) (3-5)

*0 where

Ff(t) = time-invariant filter plant matrix

* xf(t) = filter state vector
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X1 = azimuth position

x2 = elevation position

x3 = azimuth velocity *1

x = elevation velocity *2

x5 = azimuth acceleration =3

x6 = elevation acceleration 4

X7 = azimuth atmospheric disturbance

X 8 = elevation atmospheric disturbance

= constant 8x4 noise distribution matrix

wf(t) = 4-dimensional white Gaussian noise composed

of wI = Wdfx and w2 = wdfy as in (3-3) and

IW3 = Wf and w = wafy as in (3-4).

Substituting Equations (3-3) and (3-4) into Equation

(3-5) yields:

5
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0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 a 1 0 0 a

0 0 0 0 0 1 0 0
Xf(t) = Xf (t)

0 0 0 0 -1 0 0 0
Tdf

0 0 0 0 0 0 0

T df
o 0 0 0 0 0 -1 0

Taf

0 0 0 0 0 0 0 -1
Taf

0 0 0 0

0 0 0 0

0 0 0 0 w (t)

o 0 0 0 w2(t)
+

1 0 0 0 w3 (t)

o 1 0 0 w4 (t)

o0 1 0

0 o 0 1 (3-6)

* where w(t) through w4 (t) are zero-mean, independent white

Gaussian noises with

E{w f(t) (t+T) = Qf6 (T)
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and

2a2f 0 0 0
Tdf
Tdf0 2 d 0 0

rf 2f df

o 0 2.F 0
Taf

0 0 2 af (3-7)

Taf

3.4 State Propagation

The Kalman filter must propagate its state estimate

vector and conditional covariance matrix from one sample

time to the next. The standard propagation equations

for the case of zero control inputs over a sample interval

are:

-fti+l-) = f(ti+l,ti1)f(ti+) (3-8)

Pfti+l jfj4 p(+l1)ltlt (3-9

+ ti+l

where

f(ti+l,ti) = filter state transition matrix

Pf(ti+) = conditional state covariance matrix

from measurement update at time ti

_ f(ti+l) = conditional state covariance matrix
* propagated from time ti to ti+ 1
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Qf = noise covariance kernel description

as defined in Equation (3-7)

The filter state transition matrix, f(ti+lt), must

satisfy the differential equation

~f~~t F 0f (t~t.) (3-10)

over the interval (ti,t i), with initial condition

f(ti,ti) = I (identity matrix)

In this application, the plant matrix Ff is constant

and the fixed sample period results in a constant state

transition matrix, f(ti+l ti) , for all sample periods.

Thus,

1 0 At 0 A 0 0 0

0 1 0 At 0 A 0 0

0 0 1 0 B 0 0 0

0 0 0 1 0 B #0 0

±f(ti+l' ti) 0 -At

0 0 0 0 T T

- -At0 0 0 0 0 0- 0 0

Taf

(3-11)

where

2At -At
A T Tdf

df df]
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At =(t -t)i-i- i

The solution to the integral term of Equation (3-9),

fd' which represents the growth in uncertainty due to

dynamic driving noise since the last measurement update

becomes

Oil 0 Q13 0 Q15 0 0 0

0 Qll 0 Q13 0 Q15 0 0

Q13 0 Q33 0 Q35 0 0 0

0 Q 0 0 0 0
-2fd 2fi

Q15 0 035 0 055 0 0

0 Q5 0 0 Q55 0 0

0 0 0 0 0 0 077 0

o 0 0 0 0 0 0 )77

(3-12)

where

3 2 2 3 -At
Q G (2) (Tdf) (At) - (2 ) (df) T(T (At)

. - ii df )f (t22)Tdf2(t ( - df3-2 ) (  )
+ (2)(T 3 (At)-(T 4 (-2At)T

dff T df d

2f 2 2 -At 3_ 3-A; t
13 df [Tdf (At df d df

(2)( df (A)+TTffJ

15Q 2  )T' t -At 2 2 -2AtL)
5 ffidf '(-2)(Tdf) (At) ( e-T--)+Tdf -(Tdf) e'df

I,
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Q = 2 2(t)(T 2-2At 133= adf 2) (Tdf) (At)- 3(Tdf)+(4) (Tdf)(e )-(Tdf)

L df fii Q35 a d~f [df- (2) (T df) ( )+(T df ) I(2

2 -2At
5 df L TdfJ

77 df ['-;2At]

Note that Q22= Q11 1 Q4 4 = Q3 3 ' Q6 6 = Q5 5 ' Q8 8 =77'

Q24= Q13' 26 = Q15' Q46 Q3 5 " For development of

the noise covariance matrix, Equation (3-12), see

Appendix B.

The matrix of Equation (3-12) is constant for a

given sample time and fixed Tdf and Taf. The values

of a2 and a2 of the Equation (3-7) can either be
df af

determined offline during a filter tuning process or

adaptively in real-time although in this instance G
2

af
was always determined off line. This tuning process is

used to.select the values of these parameters which

optimize tracking performance, optimum in the sense that

the mean square tracking errors are minimized, for specific

scenarios. Equations (3-8) and (3-9) propagate the

filter states and conditional covariance forward to the

next sample time. Once the predicted states for the next

sample time are calculated, the estimates of the target's

position in azimuth and elevation are fed back to the

controller. The controller then positions the center of

the FLIR field-of-view at that predicted location by the

next sample time. Since the filter assumes that the FLIR

is centered on the true target position, the state

estimate prior to the measurement update is

ti+ 1 ) = 0 X velyvelxaccXatmosYatmos (3-13)
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i.e., x(ti+1 ) of Equation (3-8) with the first two

components zeroed out.

3.5 Measurement Update Equation

The two-dimensional discrete-time measurement vector

generated by the correlation algorithm, z(ti), is a

linear combination of the state variables of interest,
i.e. the apparent target intensity function's true position

corrupted by uncertain measurement disturbance, v(ti).

Thus,

Z(t i ) = Hfxf(t i )+vf(t i ) (3-14)

where

zK(t xc= the estimated x and y coordinates of the
ycJ centroid of the target intensity function

as estimated by the correlation algorithm

Hf(ti) =1 0 0 0 1 = linear combination of the

000000 1 state variables which
4

contribute to the measurement

elements

"f(ti) = additive noise assumed to be white Gaussian

with statistics:

E Eyf(tiDJ =

E vf (t .)vf(tU = (i),i

The measurement information, z(ti), is incorporated by

the Kalman filter using the standard update equations:
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Kf(t i ) = Pf(ti )HT(ti){Hf(t.)Pf(ti)HT(t i )+Rf(ti)}-

gf2 f(tI) = f (ti-)+Kf(ti){z (ti)-Hf(t i ) f(t i - )

S(t) = (ti-)-K (t)Hf (t) t (3-15)
.f =f i-f i-f' f'i

where

ff(t.),Pf(ti) = state estimate and conditional

covariance obtained from Equations

(3-8) and (3-9)

Af(ti) = Kalman filter gain

Rf(ti) = measurement uncertainty covariance

matrix as determined from a

statistical analysis of measurement

errors (see Chapter 4) and assumed

constant for off-line tuning

For a detailed development of the Kalman filter equations,

see reference 12. pI

3._6 9D Estimation

Online parameter estimation techniques are often used

to improve the quality of the state estimates when

uncertain parameters exist within the system model or
'4 noise covariances. Although a variety of estimation

techniques are available (13: Chapter 10), a self-tuning
2D adaptation technique was chosen since all of the

information required to implement this estimator is

available from the Kalman filter equations, and the

computational loading incurred by implementing this method

is substantially less than the other estimation techniques

V referenced.
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The estimator is developed as follows:

Lf(t 1 ) 0f(tiltil)Pf(t )I T(tiltil)+Qfd(t.l (3-16)

and

Pf(ti+) E f(tj )-Kf(ti)Hf(t.)Pf(ti ) (3-17)

Solving Equation (3-16) for P(t. ) yields

Pf(ti) L f(ti +)+Kf(ti)!!f(ti)Ef(ti (3-18)

where the K f(t .)Hf(ti )Lf (ti) term is preserved intact

because it will be estimated on the basis of observed

residuals. Setting Equation (3-18) equal to Equation

(3-16) and solving for Qfd(ti) yields

2fd(ti) =K f _t _H~ _) t )+ft+) 'ftiti

E f(ti-l )i$(titi-l) (3-19)

The only term in Equation (3-19)not readily available

from the filter is the first term. To obtain this

information, rewrite the state update equation, Equation

(3-15), as

R *f(t. )-xf(t) = Ef(t.)r..Ct.i Ax(t.) (3-20)

An estimate of E{Ax(t .)AxT (t.)) may be obtained by invoking
ergodicity to replace the ensemble average with a single

4 sample time average:

T ~ iT
E{Ax(t )AX (t i)41 E {Ax(t.),AXT(t.) (3-21)

N ji-N+l

61



Assuming steady state filter operation, the residual

sequence, Ax(t1 ), can be shown to be a white Gaussian

sequence with zero mean and covariance Ef(ti)Hf(ti)Pf(ti-)

(12:229):

i T)= Z [ AxT. t
Kf (ti) Hf(ti)Pf(ti )- {Ax(tj)Ax (t.)} (3-22)

-j=l-N+l 3

Substituting Equation (3-22) into Equation (3-19) gives

Qfd(t) as:2fd~ti
T +

Qfd(ti) = 1 Z {Ax(tj)Ax (t})}+Pf (ti+
Nj=l-N+l -

-f(t i , t1 1 ) Pf (ti + )0 (tt ) (3-23)

However, rather than averaging over just the first term,

this can be approximated by averaging the entire relation

over the most recent N sample periods:

1. T +
Qfd(i) 1 ZLAx(t ) x (t )1+Pf(t +

j =i-N+1L

-±_f (tj, _ ) Ef (t j-l+ )T(t ,t _ (3-24)

This can also be viewed an an approximated maximum

likelihood estimate of -d to be achieved simultaneously

with state estimation (13:Chapter 10).

To reduce data storage requirements, a fading memory

approximation to finite memory averaging was employed

(6:86):

9 fd(ti) = gfd(til)+(l )Qfdl(ti) (3-25)
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where

Qfdl(ti) = the single summation term in (3-24)
corresponding to time t. = t.

a = a parameter which essentially controls

how long old estimates of 9fd are maintained,
i.e., the length of the effective memory

in the fading memory

In Equation (3-24), setting a = 1 would use only the
old Q fd(til) and ignore the current data, while setting

= 0 would result in ignoring all previous f estimates." fd"
Therefore, a low a value implies that little useful
information is believed to be contained in the previous

estimates, while a high a responds slowly to current

estimates. Typical values for a are

0.7<a<1.0

Note this is the same fading memory technique employed
in the "Exponential Smoothing of Data" algorithm s~own in

Equation (1-4).

6
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IV. Methods of Correlation

4.1 Introduction

The extended Kalman filter has been shown to perform

well in comparison to standard correlation trackers when

the filter was provided valid a priori information about

the analytic form of the intensity function (8).

However, without this a priori information the benefit

of implementing a high-dimensional measurement extended

Kalman filter is greatly reduced. Additionally, the

correlation algorithm is computationally easier to

implement. Consequently, this section explores four

correlation methods for possible implementation as

data preprocessors to generate a two-dimensional FLIR

target image centroid "measurement" to the linear Kalman

filter described in Chapter 3.

The correlator in this tracking system is used to

generate estimates of position within a noise-corrupted

data frame using the estimated intensity function,

h(Af(ti ),ti), generated by the data processing al orithm

as its template. The template has been positioned with

gf(ti-), as propagated by the Kalman filter from time

ti1 . Additionally, controller action is taken to zero

out the first two components of Af(ti), i.e. the filter's

estimation of where the true target dynamcis will place

the target at the next sample time, or

T
f i(ti-= {0 0 Xvel vel acc acc atmos atmos}

where the components are evaluated at ti-. The incoming
noise-corrupted measurement is then received at ti and

is correlated with the template to determine the point

4 of maximum resemblance between the two data arrays.

The distance from the center of the template to the point
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of maximum correlation, as estimated by the correlation

process, in the x and y FLIR directions can be considered

as an indication of the error in the Kalman filter's

estimate, Rf(ti), of the target position, or as a

pseudomeasurement of this position, Thus, the offset

distances in the XFLIR and YFLIR directions are incorporated

by the Kalman filter as measurement data to provide a

better estimate, _ f(ti+), of the true target position.

The filter propagates the state estimate forward to the

next sample time and the template is repositioned at

that location with R (ti+ 1 ) for correlation with the

next measurement. This method will enhance the performance

achieved by standard correlation trackers because:

a) the data processing algorithm, which provides the

correlation template, yields a better representation

of the target's true intensity function than raw data used by

correlators, b) the Kalman filter statistically characterizes

known errors in the correlation process to provide a

better estimate, and c) the Kalman filter exploits

knowledge of target dynamics and atmospherics to position

* the template for incorporation of the next measurement,

whereas this information is not used in standard

correlation methods.

In this chapter, several methods of computing the

correlation between the two data arrays are considered

and a performance analysis of the most promising methods
' is detailed. This analysis considers the rerformance

of the correlation algorithms against targets exhibiting

both single and multiple hot spots.

4.2 Image Resolution

A fundamental requirement for any of the correlation

methods under consideration is that the images to be

correlated must have the same spatial resolution. In
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this research, these two images are the 8x8 FLIR

tracking window, and the 24x24 template array. The

area of a pixel in the tracking window is the same as

the area of a pixel in the template, thus the two

images to be correlated have the same spatial resolution,

and no image preprocessing is required. The 24x24 template

is generated by the data'processing algorithm (8), which

assumes that the finite data array is one period of an

infinitely periodic two-dimensional sequence. Padding

the tracking window with 8 rows and columns of zeros

creates a 24x24 array which is assumed to be one period

by the Discrete Fourier Transform (DFT). This padding

insures that the infinite periodicity assumption will

not affect the results within the 8x8 tracking window.

If the spread parameter of the intensity pattern,7,

is such that the height of the target intensity function

is approaching zero near the edge of the tracking window,

then padding the tracking window with zeros will not

adversely affect the results of the data processing

algorithm. In the situation where 02 is such that
g

significant intensity magnitudes exist outside of the

8x8 array, then to pad with zeros would introduce An

artifical edge in the intensity function. Thus, padding

with zeros is desired when possible as this will

accenuate the true intensity function without discarding

useful data. However, since for this application a

full FLIR frame consists of 300x400 pixels, the 8x8 data

array could be padded with noise corrupted data when the

spread parameter of the target intensity function is

such that there are significant intensity magnitudes

*i outside of the 8x8 tracking window (8:77-78).

4.3 Correlation Methods

a. Direct Method. The direct method is the classical
6
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approach to determining when two signals match. Consider

the two functions shown in Figure 22.

f (t) f2 (t)

1 2

I II i

12

Figure 22. Functions to be Correlated

The correlation integral is defined as

C(T) = I f1 (t)f2 (t+T)dt (4-1)

Where T is allowed to take on values from -- to + .

The correlation peak is defined to be the point where the

two signals most closely match, which occurs in Figure 22

at T = t2-t1 .

For discrete signals, Equation (4-1) is approximated

by
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C (p) TZ f(tf 2 (t+T) (4-2)
~n=-

(where

= fl(t) t=nT

= (t f 2 (t+r)tn
t=nT

+ IT=PT

T = sample time

As T becomes small, the result of Equation (4-2)

*" approaches (4-1) and the p which maximizes C(p) is defined

as the corelation point. With the two-images to be

correlated as shown in Figure 23, the two-dimensional

discrete correlation algorithm is (14:17-20):

L K
R(p,q) =1 E Gl(x,y)G2 (x+p,y+q) (4-3)

RE y=1 = -

for

o < p < X-K

0 < q < Y-L

(Note: In this instance since the 1 array is of smaller

* dimension than the G2 array negative values of p and q

are not required which corresponds to the tracking window

being of smaller dimension than the template.)

Since in this research the 8x8 tracking window is
4 padded either with zeros or noise corrupted data, the

corrdinates of the pixels in the tracking window to be

correlated range from 9-16 in the x and y FLIR directions.

Equation (4-3) then becomes {14:20}
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(p,q) = (0,0) . array G2

q
/ array G

p 
7.

L

K ~Y

Figure 23. Arrays to be Correlated

8 8R(p,q) = 1 G . (x+8,y+8)G2 (x+p,y+q) (4-4)
TU4(8 y=l x=l

for

*4 <p< 12

4 < q < 12

* where
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0

-1 = 8x8 tracking window within padded data array

2G2 -24x24 template

This is pictured in Figure 24. padded FLIR

window data
array

q jI- template

p ,,

8

8

tracking 24
window

1_ 24 >
Figure 24. FLIR and Template Arrays

Equation (4-4) is referred to as the direct correlation

method (14-20). Notice the range over which p and q are

allowed to vary. A total correlation of the two arrays

7
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would have p and q range from 0 to 16. However, if the

target intensity function is outside of the 8x8 tracking

window no useful measurement information will be

contained in the incoming data, and the tracker is

considered to have lost the target unless the size of

the tracking window is expanded (a possibility not

explored in this research). Recall that the template

which contains the estimated intensity function offset

by the atmospheric states is generated via the data

processing algorithm from the measurement arrays which

have been padded with 8 rows and columns of either zeros

or noise-corrupted data. Therefore, to perform a

correlation outside of the p and q region shown is

equivalent to correlating the incoming data array with

either zeros or smoothed noise. In either case, a

correlation match in this area indicates the incoming

array contains no useful information, i.e. target

track has been lost. For this reason, correlation in

the region outside of the chosen p and q bounds was not

performed, thereby reducing the computational loading of

the algorithm.

Equation (4-4) can be normalized so that the

calculation of correlation points is insensitive to

magnitude values and depends solely on the pattern of the

8x8 arrays within the template (14:20). The normalized

correlation function, RN(p,q) is:

8 8
RN(p,q) = E E G1 (x+8,y+8)G2 (x+p,y+q) (4-5)

y=l x=l
I- 8  [ )I 8  2  I

E G2(x+8,y+8 E -G
2 (x+p,y+q)

[y=l x=l 
- 1 

1 x=l i2

for

4 < p < 12

4 < q < 12
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Thus, Equation (4-5) defines the normalized direct

correlation method implemented in this research.

Actual implementation of Equation (4-5) requires

the signals of template and the FLIR data be digitized.

The process of digitizing a continuous signal consists

*of two distinct steps. The first is the sampling of

the signal at discrete intervals, the second is

quantization. The truth model provides the sampled

signal in this instance. Two separate quantizers were

implemented to evaluate the merits of using a low-level

quantizer which is readily implemented versus the

performance enhancement achieved by using a higher-level

quantizer, with its associated increased computational

*burden. The input-output relationship for the two
quantizers chosen is shown in Figure 25.

output0ot put

b,- -

+1 a-

+I input-i -hinput i >input

[...
4 --- -i -a

-b

h=vl i=v 2

2-level quantizer 6-level quantizer

Figure 25. Input-Output Relationships
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For the two-level quantizer, a pixel within the array

is assigned a value of +1 if the intensity for that pixel
is above the-mean intensity level, and the pixel is
assigned a value of -1 if the signal is below the mean
intensity level. The mean intensity Values, G1 and ?(p,q)
are determined by:

8 8
G1 I z G1 (x+8,y+8)1 (8) (8) y=l x=l

8 8
Z;2 (p,q) = 1 E G2 (x+p,y+q)

TTT87 y=l x=l

Thus, Equation (4-5) becomes (14:32)

8 8
RN(p,q) Z E gI(x+8,y+8)g 2(x+p,y+q)

y=l x=1

64 (4-6)

for

4 < p < 12

4 < q < 12

where

gl(x+8,y+8) = value assigned to Gl(x+8,y+8) element

after quantization

g2 (x+p,Y=q) = value assigned to G 2(x+p,y+q) element
4 -after quantization

As shown in Figure 25b, the six-level quantization
process requires the additional calculation of the variances
of the input signal, a, for G1 (x+8,y+B) and G2 (x+p,y+q).

- Optimum values in the sense that they minimize the variance

d7



of R, (i.e. minimize the loss in the signal to noise

S -ratio due to quantization(14:28). ), based on research

detailed in ref 14 are..a = ±3 and b = ±6 for vl/= ±0.6

and v = ±1.4. Thus, the quantized value, g, is

assigned by:

V < -1.4; g -6

-1.4 < v < -0.6; g = -3
a

-0.6 < V < 0; g = -1
F

0 < v < 0.6; g = 1

0 < V < 1.4; g = 3
a

1.4 <_v; g = 6
a

where

v = (Intensity value for a particular pixel-mean

intensity value for the data array.)

For the six-level quantizer Equation (4-5) becomes:

8 8
R-(p,q) = E (g1 (x+8,y+8)g2 (x+p,y+q)}

y=l x=l

i8 2 8 2
Z- g (x+8,y+8) g (x+p,y+qIL. =i y=l C=i y=l g

(4-7)

for

4 < p < 12

4q 14 <q <7 12

" 7 4
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The values of p and q which maximize RN is the correlation

point.

b. Fast Fourier Transform (FFT) Method. Since the

arrays to be correlated are two-dimensional, rotating one

array 1804 and taking a convolution is equivalent to

performing a correlation. The convolution has the useful

property that its discrete Fourier Transform is a simple

product of the Fourier Transform of the two image arrays

(15:5). This method substantially reduces the number of

steps required to calculate the correlation. The FFT can

be used to calculate the cross-correlation as shown below.

FFT{G1 (x,y)} = G1 {f x,f y (4-8)

FFT{G2 (x,y)} -2{f xy (4-9)

FFT{GG{x,yl f2 fx,y) If (4-10)

where

Gl (x,y)'G 2(x,y) = cross-correlation of two-dirensional

spatial sequences G1 (x,y) and G2 (xy)

G2{f xfy = complex conjugate of Fourier transform

of sequence G2 (x,y)

"4

FFT = Fast Fourier Transform

By taking the inverse FFT, FFT of Equation (4-10),

4 the cross-correlation of the two-dimensional sequences

G1 (x,y) and G2 (x,y) is obtained (8:53,54)

R(x,y) = Gl(x'y)' 2 (x'y) - FFT-l (fIfy)" *( If1 (xy) 2 ( Y)1 xy (2x' y)

(4-11)
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where

R(x,y) is the result of the correlation

c. Phase Correlation Method. While the FFT method

is the simpliest and most readily implemented correlation

technique, it possesses the undesirable characteristic

of detecting false peaks, especially if the FLIR image

is of high brightness while the template is of lesser

brightness. The problem stems from the relative

magnitude of the intensity of the sub-elements (14:22).

The phase correlation method, which reduces the

false peak effects of the cross-correlation, is given

by (14:22):

FFT~y 2- (.x .2( (4-12)

0~'G
where

-- i(fxf )G2(ff y = magnitude of i(ff )2 ( x'f
y 2 y

. (x,y) = result of normalized correlation process

This is essentially a point by point normalization in

the frequency domain. Due to the normalization, the
- magnitude effects which lead to the false peaks using

the FFT method are reduced and more dependence is placed
on the pattern of the data points within the two arrays.

However, some of the computational advantage realized

by using the FFT method will be lost. The computational

loading incurred by using this method will be examined

during the performance analysis.

d. Sequential Similiarity Detection Algorithm (SSDA).
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Another method considered was the Sequential Similiarity

Detection Algorithm. In this method, the absolute value

of the difference between corresponding pixels of 2i

and 22, for each p and q, is calculated and the result

is defined to be the SSDA registration surface shown in

* Equation (4-13).

K L
E(p,q} = E lai(xy)-G (x+py+q)l (4-13)

x=l y=l 2

for

• . O<p<X<K

* where

i il(xoy)'-G 2 (x+p,y+q)l absolute value of the

difference

The registration point, which corresponds to the ccrrelation

point in the previous methods, is defined as the point for

which E(p,q) is a minimum. Note this is not a true

" correlation technique since Equation (4-13) is not directly

related to Equation (4-1). This method was not implemented

*O as analysis has shown that two-level quantization of the

SSDA method is equivalent to two-level quantization using

the direct method, and for all higher quantization levels,

the direct method out performs the SSDA (14:46).

* However, for actual implementation of a two-level quantizer,

hardware considerations may cause the designer to select

this method.

*: 4.4 Maximum Correlation Detection
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The magnitude of the components of the sequence

R(x,y) is a measure of the degree of resemblance between

the template and the FLIR image data where the peak

location is used to indicate the amount of offset

between the two arrays that result in the highest degree

of resemblance. Thresholding is a technique often used

to suppress lower peaks in the correlation! (Note:

In the direct method, the quantization process accomplishes

essentially the same function thus thresholding was only

employed for the frequency domain correlation methods.)

During the thresholding procedure, each element of the

R(x,y) sequence is examined to determine if the value

for that element is below some preselected fraction of

the maximum valued element in the sequence. If the

element value is below that minimum point, then that

element is considered to have poor correlation and is

set to zero. The result is that such elements will

have no effect on the computed offset between the template

and FLIR data. Figures 26 and 27 show the effects of

thresholding as a result of setting the threshold value

to .3 and .5 of the maximum valued element respectively.

These cases were conducted under indentical conditions

using the FFT method where the data array was offset

from the template by +.15 pixels in the x and y FLIR

directions. After the thresholding process has edited

the results of the correlation, a center of mass

calculation was used to determine the peak of correlation

between the two arrays, see Equation (4-14). These plots

show the errors in the calculated offset between the

two arrays for 1000 cases where a zero error in the plot

indicates the correct offset was achieved. As shown in

Figure 27, a higher threshold locates the true offset

more often but false peaks become prominent. Physically

this can be explained by examining the correlation

- function of this method. For demonstration purposes,
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assume Figure 28 is the result of a correlation using

the FFT method.

R(x,y)

- - - high threshold level

- -------- low threshold level

X,y

Figure 28. Thresholding (FFT Correlation Method)

As shown, a high degree of correlation lies to the right

of the main peak. However, as the theshold is raised,

this information is deweighted because the thresholding
procedure sets these values to zero and the smaller

peak to the left of the main peak becomes weighted more

heavily. When the center of mass calculation is used

to determine the peak of the correlation function the
result will be an estimate which is incorrectly biased

to +he left. Thus, when using the FFT method the threshold

must be set low enough to avoid this effect. However,

due to the normalization process the correlation function

generated by the phase correlation method would be as

"4 81



shown in Figure 29.

RC04(x,y)

~threshold level

) xy

Figure 29. Thresholding (Phase Correlation Method)

Therefore, using this method, a better estimate of the

true peak of tie correlation function can be obtained by
raising the threshold level and then calculating the

center of mass.

Once the thresholding method has edited the results
of the correlation, the point of maximum correlation must

be located. Derivative-based peak detectors, i.e. a
method which locates the point of zero slope can be used

for this purpose. However, because the location of the

point of maximum intensity could be rapidly changing
on the FLIR image plane, as when the aircraft being
tracked executes a snap roll, it was felt that these

type detectors might often misinterpret a local peak as

the global peak. Therefore, a centroid summation
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technique was selected to locate the center of mass of

the edited two-dimensional cross-correlation sequence,
RT(x,y) or R,(p,q). This method assumes that the center

of mass of the thresholded or quantized correlation

*i function is a good indication of the global peak location.

The centroid summation used is defined in either the

vertical or horizontal direction as (8:63):

N
C = Z iAmp1  (4-14)

i=l
N
E Ampii=l1

where

i vertical or horizontal pixel coordinate

Amp amplitude value for that element

N = total number of pixels in the array

For example, to locate the center of mass of the

correlation function in the horizontal direction, the

horizontal coordinates of all of the elements of the

R T(x,y) sequence would be multiplied by their respective

amplitudes and their products summed. The centroid's

horizontal coordinate is then achieved by dividing that

summation by the sum of all the amplitudes in the

RT(x,y) sequence. The same procedure is then applied
in the vertical direction. The result is that the

coordinates of the center of the correlation function

in both directions from the center of the template is

produced.

he 4.5 Analysis of Correlation Methods
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This section analyzes the errors in the position

eatimates generated by the four correlation methods

previously discussed. The statistical data for the

one and three hot spot cases is presented first,

followed by a discussion of each methods's performance.

The position estimate generated by the correlation

algorithm will be the measurements provided to the

linear Kalman filter which will provide a better

estimate of the target's position. The two-dimensional

discrete measurement vector, z(ti), is incorporated

by the Kalman filter using the Equation (3-14).

Software was developed to test each of the correlation

algorithm's position estimate, and statistical data and

histograms of the resulting errors were gathered. For
the cases to be discussed the centroid of the intensity

was offset from the template by .15 pixels where this

distance was selected as being representative of the

propagation error. Simulated background and FLIR noise

was added as described in section 2.4, and 1000 runs

were made to gather the error statistics. As previously

described, the errors were calculated so that if the

correct offset was estimated a zero error is shown on the

histogram, and any deviation from zero is the error in

the estimate in pixels. The estimated offset errors were

placed into bins .01 pixels wide, and the plots show the

number of times the estimated position fell into a

particular bin. (The bins were calculated from the mean

error to a distance of the mean error + .2 pixels where

it was assumed the majority of the errors would fall.)

Thus, while the area under all the curves has to be

1000 pixels, the total area will not appear on the histogram

if the calculated offset was more than .2 pixels from the
mean offset error. Table 1 shows the correlator errors

for single hot spot targets where the centroid of the

- intensity function was truly offset from the template by
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.15 as previously discussed, and the histograms for these

cases are presented in Figures 30-33. (Note the scale

in Figure 33 is times 10.)

Table I. Correlation Errors (Single Hot Spot Target)

Correlation e Time

Method err x err err ay err (sec)

Direct
-.00283 .14995 -.01012 .14875 255.9392-level

Direct

6-level -.06730 .13697 -.07024 .13510 365.109

FFT
Thresh=..3 -.00113 .13262 -.00117 .13374 271.862

Phase
Thresh=.7 -.00091 .27046 .00166 .27581 281.344

where

XerrYerr - mean error in the estimated offset in the

x and y FLIR directions respectively

ax "err' ay err - standard deviation of the errors in the

4 x and y FLIR directions respectively

Time - total computer simulation time for 1000

runs where all parameters were identical

except the correlation method employed

The threshold values used for the FFT and phase correlation
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methods were chosen as the best values to implement based

* on a comparison with other trials where various thresholds

were used. The threshold value which produced the smallest

rms error was chosen.

An error analysis was also conducted for the three

hot spot target case. As in the previous simulations,

1000 runs were used to gather the statistical information.

The results of the three hot spot cases are shown in

Table II.

Table II. Correlation Errors (Three Hot Spot Target)

Correlation
Method Xerr a err Yerr y err (sec)

Direct -.03304 .04116 -.01798 .10846 306.268

2-level

~Direct De-.08426 .04770 .01754 .03696 400.785

6-level
b~i FFT

-.00053 .03858 .00225 .05428 319.056

Thresh=.3

Phase .00058 .09854 -.00422 .27691 325.461

Thresh=.7

The histograms of the three hot spot cases are shown in

Figures 34-37. (Again, in Figure 37 the scale is times 10.)

For the three hot spot cases, the difference in errors in the

x and y direction is due to the location of the three

target intensity profiles. The centroids of the intensity
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profiles were located so that if the center of the 8x8

pixel FLIR tracking window was located at coordinates

(0,0) then the target centroids would be at (0,-2,667),

(-2,1.33), and (2,1.33). This spacing means the center

of mass of the intensity profiles is at (0,0) but the

resultant intensity profile is not radially symmetric

about (0,G). In order to insure these statistics were

representative of the true correlator errors and not

of just one particular offset distance chosen, which may

have enhanced or degraded the performance of a particular

correlation method, evaluations were conducted for othei

offset distances between the target and the template.

The error statistics for these cases, not shown, verified

that the cases presented in Tables 1 and 2 were representative

of the performance of the correlation methods.

Tables 1 and 2 and Figures (30-37) were analyzed to

determine which correlation methods were best suited for

implementation with the Kalman filter:

V a. Direct Method: (two-level quantization): This is

clearly the fastest of the four correlation methods

considered. For the one hot spot case its performance

is comparable to the other methods with errors which

could be modeled as Gaussian. However, the mean error

of this method increases from the one to three hot spot

case, which is not surprising since this method only

catagorizes the intensity values as above or below the

mean intensity levels. Thus, when there are three

hot spots of the same maximum intensity on the FLIR plane,

this method has difficulty determining the global peak.

This accounts for the erratic nature of the errors in

Figure 34. In the x-direction, where the intensity

pattern is symmetric, the method performs well. However,

in the asymmetric y-direction, there are peaks around 0.0

and ±.15 pixels indicating the method is finding the

global peak at times and is misinterpreting the peak of
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one of three hot spots as the global peak at other times.

To model these errors as Gaussian would be questionable.

Based on the performance degradation in-the three hot spot

case, this method was not implemented. However, if

computational loading is the driving factor, this method

could become more attractive.

b. Direct Method (six-level quantization): The performance

of this method is comparable to FFT and phase correlation

method with errors which are well modeled as Gaussian.

The correlator performs extremely well in determining

the peak in the asymmetric y-direction in the three hot

spot case. However, the computational loading associated

with this method, while gaining no real performance

enhancement over the FFT and phase correlation methods,

is too great for this method to be considered for

implementation.

c. FFT Method (Threshold = .3): The threshold was set

low while using this method to avoid the appearance of

false peaks which lead to a biased estimate. (Figure 27).

This correlator performs well with errors, in both

the single and multiple hot spot cases, which are well

modeled as Gaussian, and in almost all instances, Aas
the smallest standard deviation. The results of this

analysis are consistent with the analyses performed

by Rogers (8: Chapter V) and this method was implemented

with the Kalman filter.
6 d. Phase Correlation Method (Threshold = .7): As

expected, this method substantially reduced the biasing

which can occur in the FFT method with the histograms

appearing as a spike. However, the computational

* increase is not substantial. Noting the large standard

deviation of this method, the errors committed cannot be

well represented as Gaussian which may potentially cause

problems. However, because this method does consistently
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locate the true global peak of the intensity function,

it was implemented with the Kalman filter and a comparison

of the tracking performance of this correlation method

and the FFT method is presented in Chapter 5.

9
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V. Performance Analysis

5.1 Introduction

This chapter presents the tracking performance of

the correlator/Kalman filter when evaluated against the

trajectories described in Chapter 2. The first section

of the chapter gives an explanation of how the statistics

used to evaluate the tracker's performance are computed.

The next section of the chapter discusses those parameters

within the computer simulation which were changed to

evaluate the tracker's performance under various conditions.

The third section of the chapter discusses those parameters
within the correlator/Kalman filter which can be adjusted

off-line in order to enhance the tracking ability of the

filter. The final section of the chapter condenses the

results of the tracking performance into tables. The

statistical information of this chapter was generated

using Monte Carlo techniques (12:329). Based on previous

variance convergence analyses (6,7), 10 Monte Carlo runs
were determined to be sufficient to generate sample

statistics that are representative of the true prodess

statistics, and therefore, 10 runs constitute one Monte

Carlo study. Each single run consisted of a 5 second,

or 150 sample period, simulation.

5.2 Tracking Ability

The errors of primary interest, with respect to the

tracking ability of the filter, are errors in the

estimated values of Rd(ti), 9 d(t,) id(ti), and
4Additionally, since the propagated estimate of the intensity

centroid's location, xpeak(ti 1) and Ypeak(ti;l), will

affect the correlation process, it is important to

estimate this position accurately. The mean error in the
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correlator/Kalman filter's estimate for the x-dynamic

position can be calculated at any time ti by

N N
E (t) = 1 Z {xdf (ti)-xdt (ti) =1 ed (ti) (5-1)xd Nk=l k k Nk=lex k

where

E x (t i ) = mean error (i.e. ensemble average errorXd
over all simulations) in the x-dynamic

position at time ti

Xdf k(ti) = filter estimated x-dynamics value at time
ti for simulation k

Xdt k(ti) = truth model, x-dynamics value at time ti
for simulation k

N = number of Monte Carlo runs

and the variance of the error is calculated as

2 t)N 2-22 (dt) = El exd (t)- N E (ti) (5-2)
N-d i Tk=l dk 1 ~ d1

Equations (5-1) and (5-2) can be generalized to calculate

the errors in the other quantities of interest previously

discussed. Additionally, time averages of the mean error

and variance were calculated over the last 1.5 seconds

of the simulation. This time averaging interval was

selected so that any transient effects caused by changes
in the target dynamics would have decayed. This provides

45 sample runs, to serve as an indicator of the tracker's

performance: time averaging these allows for a compact

presentation in tabular form.
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5.3 Variation of Truth Model Parameters

Parameters within the truth model are changed to

analyze the sensitivity of the correlator/Kalman filter

to changes in the "real world". The primary goal of the

research was to evaluate the performance of the tracker

against targets displaying the various dynamic profiles

described in Chapter 2. Thus, the 4 trajectories

previously described were the primary truth model factors

varied to evaluate the tracker performance. In addition,

variations were also considered in parameters defining

the target intensity profile itself. To evaluate the

performance of the tracker when the strength of the

maximum target intensity value changes relative to the

background noise, the signal-to-noise ratio (SNR)

defined as

S = 'max (5-3)
N a

where

I = maximum target intensity valuemax

aB = rms value of background noise, including FLIR

noise contributions

is varied. For the multiple hot spot cases, the values

of the three Gaussian intensities were equal. Signal

to noise ratios of 20 (standard) and 10 were considered

as representative of realistic tracking scenarios.

The spread parameter, a2 of the target's Gaussian

intensity profile(s) can be varied to evaluate the performance

of the tracker against sharply peaked (small 2 v) or

broad (large az ) Gaussian target intensities. However,
pv

because the effects of varying this parameter were

previously investigated by Rogers (8:Chapter 6), a
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standard value of 2.0 was used throughout this research

(of course, a pv changed as a function of range to the

target within a given simulation). However, the target

aspect ratio (AR)

AR =v

pv

was varied to evaluate the tracker's performance against

targets exhibiting different intensity profiles due to

varying the aspect angle.

5.4 Variation of Data Processing Parameters

Several parameters are available within the data

processing algorithm, upper path of Figure 1, which can be

varied to improve the estimate of the intensity function.

The 8x8 FLIR tracking window can be padded with zeros

if the intensity spread parameters, av and apv , are such

that the target intensity height is approaching zero

near the edge of the 8x8 tracking window. However, if

these parameters are such that significant intensity

magnitudes exist outside the 8x8 tracking windows, then

padding with zeros would induce an artifical edge (see
"*-. Chapter 4). Therefore, the algorithm was structured so

the 8x8 FLIR window could be padded with noise-corrupted

data when necessary. Based on the results of Roger's

research (8:Chapter 6), and because in a dynamic tracking

environment significant intensity values may exist near

the edge of the tracking widnow, the FLIR tracking window

Fe was padded with noise-corrupted data in this study.
Alpha, the relative weighting parameter for the

exponential smoothing process is the next parameter which

may be varied within the data processing algorithm. Equation

(1-4) displays the role of this parameter in the algorithm.
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The standard value used in this research was .05. This

value, which indicates that the target intensity profile

is essentially averaged over the most recent 20 sample

periods, was considered appropriate for targets whose

intensity projection was relatively constant. However, if

the intensity pattern on the FLIR image plane is varying

so that significant changes could occur within a 20-sample

period interval of time, such as for a target performing

a roll maneuver, increased emphasis should be placed on

the more recent measurements. The effects of increasing

alpha in this situation are explored.

5.5* Variation of Filter Parameters

Design parameters within the Kalman filter structure
are varied either off-line during a filter tuning

process or adaptively in real-time in an attempt to improve

the quality of the state estimates. The parameters in the

linear Kalman filter, developed in Chapter 3, which may

.I be varied during the off-line filter tuning process, and
the values of which may change for different target

trajectories are the target acceleration and atmospoeric

jitter time constants, Tdf and Taf, the discrete-time

noise covariance matrix, 2fd' the strength of which may

be interpreted as a measure of the uncertainity in the

dynamics model being used, (i.e. how adequately the

4assumed model represents the "real world"), the measurement

uncertainity covariance matrix, R, and the initial filter

covariance matrix, P(t0).

Based upon previous research efforts (6,8,10) the

assumed correlation time for the atmospheric jitter

position was set at .0707 sec. Using this value assumes

the effects of repeated poles shown in Equation (2-2) are

considered negligible. The variance of the atmospheric

jitter process was set at a constant .2 (pixels 2). The

diagonal terms for the R(ti) matrix were based on the
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statistical analysis of the correlation process detailed
in Chapter 4. The cross-correlation between the errors

in each of the FLIR image plane directions in the correlation

process was calculated and proved to be small enough to

assume that the correlation position uncertainty estimate

in one direction is independent of the uncertainty of the

position estimate in the other direction, resulting in

a diagonal R(ti). Thus, the parameters which were used

to tune the filter to optimize filter tracking performance

were Tdf and adf.

For the type of targets being tracked in this research,

target acceleration time constants ranging from 1 to 4 secs

were used where a lower Tdf is more appropriate for a

highly dynamic tracking environment. Values of af ranged
2 5 2 5 d

from 150 (pixels./sec ) to 500 (pixels /sec ) depending on

the type of trajectory being tracked, where f was
df

increased for highly dynamic targets. The wide disparity

in the values used for a2f and 2f directly reflects the

WI range of rms accelerations between benign versus harshly

maneuvering targets and their relationship with the jitter

rms value.

In the filter tuning process, the P(t0 ) matriA is

set to reflect the knowledge of the conditions under

which the estimation process is to be initiated. Since

in realistic scenarios, the filter may very well receive

inaccurate handoff information from the target acquisition

source (such as a multi-target search radar), the diagonal

entries of P(t0 ) were purposefully set high to reflect this

handoff uncertainty. The appropriate values at which to
initialize variances on the main diagonal were determined

by observing the peak values of each of these terms during

the filter transient period. The variances on the main

diagonal, for position, velocity, and acceleration, were

10 (pixels 2), 2000 (pixels2/sec2 ), and 100 (pixels 2/sec 4

* respectively. The initial values of the P(t0) matrix will
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be the dominant factor in the initial transient characteristics

* of the filter (12:337). When tuning the filter, a useful

technique is to compare the value of the actual rms errors

committed by the filter to the filter's own representation

of the error covariance. The time histories of these

errors are available as the output of the Monte Carlo

simulation process used. By "matching" the filter's rms

estimation of its errors to the true rms errors committed

by the filter, an attempt is made to insure that the proper

relative weighting is given to the internal dynamics model

and the measurements (12:338-339).

.5.6 Plotting Results

An explanation of the plots generated to depict the

filter's tracking errors are given in this section, with

the plots which served as the baseline case for the

correlator/Kalman filter being shown. The remainder of

the performance plots are given in Appendix C. For each

run, ten plots were generated. The first two plots

show the filter-computed rms errors versus the actual rms

errors in the x and y dynamics positions. The next four

plots show the mean errors in the x and y dynamics position

estimates + one standard deviation, beginning with the
first plot showing the filter's estimate at time minus and

the second plot showing the filter's estimate at time plus.

.4 Similarly, the next four plots give the errors in the

filter's estimates of the centroid position at times minus

and plus. The case number on each plot is used to match

each run with the tables shown in the next section. By

referring to these tables, the trajectory, truth model

parameters, and filter parameters can be cross-referenced.

Additionally, a summary of the parameter values for each

case is given at the end of the chapter.

Referring to Figure 38a, it is seen that the filter

was intentionally set to overestimate its own errors,
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i.e., it was "conservatively" tuned. The reason for this

conservative tuning which is used to guard against

possible filter divergence is explained by referring to

Figure 35c. As shown, the filter mean error has a

transient characteristic which lasts for approximately

two seconds. In an attempt to minimize this transient,

the conservative tuning was used. The reason for this

unexpected transient characteristic is not completely

understood. However, a discussion of possible causes is

included in the next chapter. Also note the filter was

given perfect knowledge of the initial conditions through

Ef(t0

5.7 Analysis of Filter Performance

The results of the filter's performance will be

presented in tabular form in this chapter and in graphical

form in Appendix C. The error statistics shown in the

tables are the temporal averages of the mean errors and

standard deviations from t = 3.5 to t = 5.0. For the

truth model parameters, the following standard values

were used unless specifically noted in the comments

section of the table:

a) Aspect Ratio (AR) = 1
b) Intensity Function Spread Parameter (02) =2

PV
c) Signal to Noise Ratio (SNR) = 20

d) Maximum Hot Spot Intensity (Imax) = 20

Thus, combining c and d above yields a rms background

noise value = 1.
The first line in the header entry for each of the

tables gives those parameters which were used for filter

ddf
a is the exponential smoothing parameter shown in Equation

(1-4). The truth model parameters which were often varied

from one Monte Carlo run to another are given in the second

1
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line of the header column. The first entry references

the trajectories defined in section 2.3. For trajectory

2 which is the pullup maneuver, the dynamics of the turn

(g-factor) are shown in the comments column. The second

entry gives the roll rate, w, for the run in rad/sec.

The final truth model entry in the header column gives

the number of hot spots (NUMHS) used for the run.

The statistics presented in the tables are defined as:

Xe =average of the mean error for the true

position in the x-direction from t 3.5

to t = 5.0 at times minus and plus

(similarly for Ye)

axe = average of the standard deviation of the

true position in the x-direction from

t = 3.5 to t = 5.0 at times minus and

plus (similarly for Fye)

cxe and a-xe = errors as defined above for the centroid

position (similarly for y-e and cye)

5.8 Evaluation of Correlation Methods

Based on the analysis of the correlation methods

detailed in Chapter 4, the FFT and phase correlation

methods were incorporated into the tracking algorithm,

to evaluate the performance of each in a tracking environment.

The correlators were evaluated under a benign tracking

environment, trajectory 1, against targets exhibiting

both single and multiple hot spots. The results of the

performance evaluation are shown in Table III. For the

single hot spot case, the FFT method has a smaller mean

error the the y-position, while the phase correlation

method produces better mean estimates in the x-direction.
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However, the FFT method produces the best position

estimates in both directions in the three hot spot cases.

The data presented in Table III can be used to calculate

the rms error, defined as rms = /m7+a tr. A calculation

of this statistic revealed that in all cases the phase

correlation method had a rms error which was approximately

50% greater than the FFT rms error. Additonally, the

standard deviation of the FFT method is substantially

smaller in all cases, as expected based on the analysis

of the correlation methods. Therefore, the FFT method

was chosen as the correlation method to be used in the

remainder of the evaluations. Since the mean tracking

errors were slightly larger in the three hot spot case

for the FFT method, the remainder of the evaluations

were made for three hot spot targets, with case 1 to

serve as the baseline for the correlator/Kalman filter

performance.

5.9 Evaluation of Harnly and Jensen EKF

With case 1 of Table III established as the performance

baseline for the correlator/Kalman filter in the single hot

spot case, the 8-state EKF designed by Harnly and Jensen (6),

which uses a Brownian motion acceleration model and a

bivariate Gaussian measurement model, was evaluated to provide

a performance benchmark. The Harnly-Jensen cases are

referred to by letters whereas the correlator/Kalman

filter cases are numbered. The first case, case A, was

conducted with the same truth model parameters used in

case 1. As shown in Figures 39a and 39b, the filter is

well-tuned for this scenario. Although not accomplished,

extended Kalman filters are often tuned by comparing

the filter computed covariance to the actual rms error

instead of the actual standard deviation to minimize

any bias effects. As in the previous cases, the filter

was initialized with perfect state knowledge so no recovery
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period is observed. (Note: The position plots are for

the errors at time plus.) The statistics for the run

were averaged as before from t = 3.5 to 5.0 and are shown

in Table IV. (Note: The statistics shown are the only

position calculations available from the Harnly-Jensen

routine.) When this case is compared to case 1, it is

seen that in the x-direction the mean error bias present

in the correlator/Kalman filter is not present in the EKF,

with which excellent tracking is obtained. However, the

EKF has a slightly larger standard deviation. In the

y-direction similar error characteristics are noted with

the EKF having the smaller mean error and the correlator/

Kalman filter having the smaller standard deviation.

Calculation of the rms errors from the table data shows

the rms error for the Harnly-Jensen EKF is .06 pixel less

in the x-direction and .01 pixel greater in the y-direction.

Table IV. Harnly-Jensen EKF Performance

Header (d2)

(Trajectory)

Comments Header XERR(+)/ YERR M)/ RemarksERRYERR ( + )

Case A 150 -.012/ .006/
1 .165 .221

200 -.000/ .015/ SpecialC .164 .184 Trajectory

Note: Case B statistics not given due to filter divergence

at the end of simulation.
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The next run with the filter, case B, was a

. 2-g pullup maneuver using trajectory 2. The performance

plots for this case are shown in Figures 40a-d. When

this case is compared to cases 12 and 13 for the correlator/

Kalman filter, which are presented in section 5.12, it

is seen that the EKF responds better at maneuver initiation

with the mean tracking eiror being 0.5 pixel at the

maximum point as compared to a 1.0 mean pixel error for

the correlator/Kalman filter (see Figures 40d and C-12d

of Appendix C). Additionally, the EKF recovers to

essentially a zero mean error in 0.75 sec whereas the

correlator/Kalman filter has a transient of 1.0 sec.

Note in the Harnly-Jensen cases the mean errors are

calculated by subtracting the filter estimated states

from the true states, opposite of Equation (5-1), which

accounts for the plot differences. However, at the end

of this simulation the Harnly-Jensen filter estimates in

the y-direction begin to diverge. At this point, the

9-* target is approaching the position of closest approach,

where it will transition from closing on the tracker

location to receding from the tracker location. Therefore,

the FLIR frame and its reference system must rotatJ at
a greater rate than at any other point in the simulation

to keep the target centered in the FOV. This rotation

creates a non-inertial acceleration, and appeared in a

6-state filter which did not model acceleration employed

*Q by Harnly-Jensen in a manner very similar to case B.

However, when Harnly-Jensen added the two acceleration

states to the EKF, this divergent characteristic was not
observed. Since many of the truth model parameters are

* not the same as in the Harnly-Jensen simulations a direct

comparison cannot be made. It is also noted that even at

the end of case A, the filter's standard deviation in the

y-direction becomes larger which may have been caused by

*the same source.
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In order to determine if the geometry of trajectories

1 and 2 had a bearing on the increase in y-position errors,

a special trajectory was designed which avoided the

crossover situation. For this special trajectory, the

simulation was initiated with inertial coordinates
Ir.

xI(t 0 ) = 20000. m

Yi(t0) = 10000. m
b0

zi(t 0 ) = 30000. m

and the constant velocity used during the entire simulation

was

(t) = -500. m/sec

yI(t) = -300. m/sec

zI (t) = 0. m/sec

U This presents a more benign flight profile than before

and the crossover point is avoided. Figures 41c and d

show that in this situation the filter tracks the target

very well for the entire simulation, indicating that the

cause of the filter difficulties in the prior cases may

be attributable to the trajectory geometry. The error

statistics for this simulation are given as case C in

Table IV. Also, while not indentical this simulation

is very similar to case 36 in the Harnly-Jensen thesis,
and the observed tracking performance between these two

cases are analogous. Due to the difficulties encountered

with this filter, the 5-g case was not evaluated because

of the similarity in the trajectory geometry. However,
for future studies this case could be evaluated in a

situation where the crossover geometry is avoided.

Simulations were conducted with the EKF to determine
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how the filter would respond in a muliple hot spot

*environment. The hot spots were intentionally spaced

so that their projection onto the FLIR image plane could

be approximated as bivariate Gaussian, which is the form

used in the measurement model of the EKF employed by

Harnly-Jensen. To achieve this spacing, the centroid

of one hot spot was initially placed at the center of

the overall target centroid while the other hot spots
were symmetric about the centroid at a distance of

+ 1 pixel. The spread parameter, ag, was 2. Initially,

the filter tracked the target but as the simulation

progresses the hot spot orientation changes. Due to

this effect which results in an intensity pattern no
longer well approximated as bivariate Gaussian the

Monte Carlo simulations were not successful as the filter

repeatedly lost target track 2 to 3 seconds into the

simulations. During the phase of the simulation prior

to loss of target track, the position estimates in both

Q'I directions oscillated between a + 2 pixel error which

roughly corresponds to the displacement distances between

*the hot spot centroids on the FLIR plane. (The hot spot

separation distance increases as the target approaches the

FLIR location.) It appears the filter was moving from

hot spot to hot spot during the estimation process.

5.10 Evaluations Using Trajectory 1.

6 With the baseline cases established for the one and

three hot spot cases, trajectory 1 was used to evaluate

how changes in a, SNR, and AR, would affect the tracking

performance. The results of these runs are shown in

i• Table V. Changing a from .05 as in case 3 to 0.1 as in

case 5 results in only slight changes in the tracker's

performance. In general, case 5 has slightly smaller mean

errors while case 3 has slightly smaller standard deviations.
The rms error is .01 pixel less for case 5 in the x-direction,
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while in the y-direction the rms error for the two cases

is approximately the same. Since increasing the a for

TI the case does not clearly improve or degrade the performance

L of the tracker, it appears that for cases where the intensity

* pattern is not rapidly varying, an a in the range of

.05 - 0.1 is appropriate. These values will be investigated

later when the intensity pattern does show motion on

the FLIR image plane. For case 6, the true signal to

noise ratio was changed from the standard value of 20 to

10 while the filter was told the SNR was 20. The performance

of the tracker is relatively unaffected by this signal-

to-noise change, as was previously shown by Mercier (10).

Although the case was not tested, Mercier and Harnly-

Jensen showed that while going from a SNR of 20 to 10 has

KOvery little effect on the tracker's performance, going

from a SNR of 10 to 1 results in a definite degradation

in the filter's performance.

The last case in Table V shows the result of

changing the aspect ratio from 1 to 2. For this particular

scenario, this means the spread of the intensity pattern

is twice as great in the XFLIR direction as in the YFLIR
4direction. As a result, the tracking ability is relatively

unaffected in the Y direction, while in the XFLIR

direction an appreciable increase in the mean tracking

error is noted. Thus, it appears that when the spread

of the intensity function is increased, the tracker,

-. and most probably the correlator, has difficulty determining

the location of the centroid of the intensity function.

5.11 Evaluation for Rolling Maneuvers.

To evaluate the performance of the tracker when the

intensity patterns were rapidly changing on the FLIR

image plane a..: to evaluate how changing a affected the

tracker's performance under this circumstance, a roll

maneuver was used. Trajectory 1 was used for the target
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flight path to provide a benign trajectory to minimize

possible errors due to trajectory effects and to concentrate

on how the changing target shape effects are handled by

the tracker. Roll rates of 0.5 rad/sec and 1.0 rad/sec

were used. In both instances, the roll maneuver was

initiated at ti = .5 sec so the filter would have acquired

the target prior to roll initiation, and the roll maneuver

continued at a constant rate for the remainder of the

simulation. This results in a total roll angle of 128.90

and 258.00 for the two cases respectively. The results

of these runs are shown in Table VI.

A general observation on the tracking performance

against the rolling maneuver is that the mean errors

are slightly less in the x-direction and slightly greater

in the y-direction when compared to the non-rolling cases.

For the crossing trajectory with no roll, the intensity

profiles are more symmetric in the YFLIR direction than

in the XFLIR direction, and recalling the correlator performance

analysis (Figure 36), the correlator performs much better

in the symmetric case. This plus the fact that there is

very little motion in the y-direction helps to account for

the difference in the mean errors. However, in the rolling

case, the intensity profiles will be more symmetric in the

x-direction at times, and in the y-direction at other times,

which accounts for the general trend in the mean error

changes.

For the 0.5 rad/sec roll maneuver, cases 8 and 9,

the a = 0.1 has the smaller mean errors in both the x

and y position estimates as expected. This is because,

for a changing intensity profile, more emphasis should be

placed on the newer measurements which are more representative

of the current intensity pattern. In cases 10 and 11,

where a 1 rad/sec roll rate was used, a greater performance

enhancement was expected for a = 0.1 than had been seen

for the previous case, as the intensity pattern is varying
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at a faster rate. Additionally, it was expected that

because of the increased motion on the FLIR image plane,
a performance degradation would be observed. However,

*. upon analyzing the results these expectations were not

met. In the x-direction, the mean errors did in fact

increase slightly but the a = .05 case shows a mean error
of .01 pixel less than for the a = 0.1 case. In the

y-direction, the mean errors showed a slight decline with
the a = 0.1 case having the smallest mean errors. At

this point it can be concluded that the tracker's

performance may be enhanced somewhat by a judicious choice

of a, with a's in the ranges chosen being appropriate
for the trajectories of concern. However, the symmetry
of the intensity profiles on the FLIR image plane affects

the tracker's performance more appreciably than anticipated.
This problem could possibly be rectified by modifying the
means of extracting the target position offsets from the

correlation function and warrents further investigation

( see Recommendations, section 6.3).

5.12 Evaluation for a Two-G Pullup Maneuver

The next cases were designed to evaluate the performance
of the tracker when the target performs a constant 2-g

pullup maneuver in the inertial y-direction (trajectory 2).
Here attention is focused on how the dynamic trajectory

effects are handled by the tracker, while the intensity
shape function is essentially constant (it rotates about
its principle axis slowly to remain aligned with the velocity

vector.) The pullup maneuver was initiated at t = 2.0 sec
and contiuned for the remainder of the simulation. Under

6this situation, the effects of varying the smoothing

parameter, a, on the tracker's performance were evaluated.
Additionally, to evaluate how the filter performance would

respond to a relatively small deviation from that achieved

on the straight crossing trajectory without retuning, the
acceleration time constant, and the strength of the dynamic
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r

noise were left unchanged from the previous cases. Table

VII shows the statistics for the 2-g maneuver cases.

Once again, varying a does not significantly affect the

filter's performance. While the larger a produces

smaller mean errors in the x-direction, an almost equal

decrease in the mean error is seen in the y-direction for

Rthe smaller a. Also, without changing the assumed

target correlation time or increasing the Kalman filter

gain through increasing a2f, the filter's estimate of

the dynamic target position trails the true target

position, as shown by the negative errors in the YERR(+)

columns, but the filter does track the target through the

maneuver. Performance enhancement could be achieved,

however, by allowing Tdf and/or G2 to be adjusted, asdf df
shown in section 5.13 for the 5-g case.

5.13 Evaluation for a Five-g Pullup Maneuver

A 5-g pullup maneuver was selected to evaluate

the performance of the filter in a highly dynamic

tracking environment. The effects of changing the

acceleration time constant from the 3.5 sec value psed

for the benign trajectories to a correlation time more

representative of a dynamic environment, 1.5 sec, was

evaluated. Additionally, the strength of the dynamic

noise was increased to model higher possible rms

U acceleration levels and to place more emphasis (through

the filter gain calculations) on the measurements and

less on the dynamics model. The value for a~f found by

this tuning process to yield the best performance was

300 pixels 2/sec 4 . The results of the 5-g pullup maneuver

cases are shown in Table VIII. For these cases, the

plots of the tracker's performance are a better indicator

of the response of the filter than the simple temporal

4 averages. As shown in Figure C-14f, the filter with the

3.5 sec correlation time does not respond well at maneuver
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initiation, dropping off to a -2 pixel error in 0.5 sec.

Figure C-15f shows the filter with the 1.5 sec correlation

time tracks the maneuver initiation much better, with the

y-error only dropping to -1.5 pixels. However, as can

be seen in Table VIII, since the target continues on

the constant-g pullup trajectory after the maneuver is

initiated, the longer correlation time is a more accurate

portrayal of the target dynamics during this phase of

the trajectory and yields a filter that recovers to a

better estimate of the target position. Thus, a target

performing jinking maneuvers in the dynamic range shown

rather than a simple constant-g pullup would be better

represented by the shorter correlation time.

4

5.14 Adaptive 2 fd Estimation Evaluation

At this point, the self-tuning Qfd adaptation

procedure was evaluated to determine if reasonable performance

could be obtained using this method. It is not expected
0_4 that this method will perform better than the cases in

which the parameter values were tuned off-line to optimize

performance for specific trajectories. However, it is

hoped that adequate performance across a wider dynamic

range of scenarios can be achieved. The Qfd estimation

procedure was initiated at t = 0.5 secs. This time was

selected so the filter would have sufficient time to

4 acquire the target, where the Qfd value is purposefully

set to a large value to prevent the filter gains from

decreasing to early in the tracking phase. Thus, at

t = 0.5 sec, the filter is in a relatively stable tracking

mode, and the adaption procedure began and continued for

the remainder of the simulation. The performance was

evaluated against the crossing trajectory and the 2-g

pullup trajectory. The results of the Qfd estimation are

shown in Table IX.
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When case 16 is compared to cases 3 and 5, it

is seen that in the x-direction the estimation process

has a substantially smaller mean error while in the

y-direction comparable performance is achieved. This is

not surprising since a conservative tuning was used in

the other cases to reduce the transient effects in

the x-direction. Case 17 illustrates the major problem

with this estimation technique. While the adaptive filter

will converge to a reasonable estimation of the states,

under benign trajectory conditions it reduces its gains

to a point where it cannot respond quickly to harsh

trajectory deviations. Referring to the Filter vs.

Actual Error Plot, Figure C-17b, where the major velocity

change occurs, it is clearly seen that while the maneuver

. is initiated at t = 2 sec, almost .5 sec elapses before

the filter begins to respond to the maneuver. However,

the gains are not increased rapidly enough and track

of the target is lost. Also, note in the x-direction,
Figures C-17c and e, the filter overestimates the target

position due to the velocity decrease in that direction;

similarly in the y-direction, Figures C-17d and f, the

filter underestimates the target position due to the

velocity increase. These results, consistent with the

results found by Harnly-Jensen (6), show that while in

cases where the estimated process is slowly changing,

this estimation technique may be useful, it is not robust

e enough for useful application in a strongly dynamic

renvironment.
5.15 Maneuvers Out of the x-y Plane

Trajectory 4 as described in Chapter II was motivated
by the desire to evaluate the performance of the filter

when the target turns in toward the FLIR plane, thereby

projecting three distinct and separate ellipsoids onto

the FLIR image plane. Thus, substantial trajectory offsets
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*re combined with large target intensity shape changes,

in a single and realistic scenario. However, because of

the short length of the simulation, the out-of-plane angle

is very small unless a very highly dynamic flight profile

is used. The performance against a target flying a 2-g

out-of-plane maneuver is shown in case 18. The resulting

flight profile is very similar to the 2-g pullup maneuver

previously discussed. Based on this, trajectory 2 was

modified so that instead of initiating a 2-g pullup

in the inertial y-direction, the maneuver is performed

in the minus inertial z-direction. Thus, the target

turns in towards the FLIR plane. Additionally, a roll

rate of .25 rad/sec was used to simulate the rolling

motion associated with this type of maneuver. A 10-g

maneuver was used to insure the three separated target

ellipsoids were projected onto the FLIR plane, yet

because of the geometry of the trajectory, this is not

a highly dynamic maneuver as seen in the FLIR image plane

and the filter should have little difficulty tracking

the target through the manuever. The results of these

two cases are presented in Table X.
4

For reasons previously discussed, the results of

case 18 are very similar to the other 2-g trajectory

cases. In case 19, the effects of the hot spot symmetry

on the correlator/Kalman filter performance are seen.

For this trajectory, when the target turns in towards the

FLIR plane, three distinct and relatively symmetric

*-ellipsoids are projected onto the FLIR image plane. The

result can be seen in the reduced mean errors in the

x-position, again emphasizing the dependence of accurate

target tracking on hot spot symmetry. Also, the plots

of Figure C-19a and c show that when the velocity in

the x-direction is reduced, the filter slightly overestimates

the movement of the target initially but quickly recovers.

6 The final evaluation, case 20, was made using

146



+ Qf~ 0 0

a) w 00 00 c
_ _ _ _ I ILO -

NN-,

NN
4) + ~ ('

4J~- + Lnr) hC

I- 00 r- -

a) -% + IN N
44 go. + -' % L

$4 a) ru-I
>U E-4 00 0

4) Hx -

(NU Is.. N
H I - 0 r q

4 ) Q4 OH 0.-I

in L
"I Nw cq N

44~4 (U+ - o ine'

N-N N

Ia $4-. I f~147



trajectory 3 to test the performance of the filter when

the target initiated and terminated a maneuver. A 2-g

pullup was initiated at t = 2 sec, and at t = 3.5 sec

the maneuver was terminated and the target continued at

a constant velocity. Because of the transient over the

last 1.5 seconds of this simulation, no time-averaged

statistics were calculated for a tabulation. Instead,

a discussion of the performance shown in the plots is

given. Figures C-20c and e show very little effects

of the maneuver in the x-direction, which is expected

since the change in the velocity in this channel is

very small. Figures C-20f and f show the filter under-

estimating the target position when the maneuver begins,

and then when the velocity increase is terminated at

t = 3.5, the filter overestimates the target movement.

However, after a second transient period the filter

recovers to good position estimates.

!0-45.16 Summary of Test Cases
This section presents a brief recapitulation of

the 20 test cases in tabular form. These cases are

presented in Table XI, where deviations from the

standard truth model parameters given in section 5.3

as well as the filter tuning parameters are shown.
Major trends observed in these cases as well as conclusions

drawn from these trends and recommendations for possible

performance enhancement measures are discussed in

Chapter VI.

L
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Table XI. Summary of Test Cases

Case Traj Pullup Roll NUMHS Tdf a Alpha Misc.
Rate Rate

1 1 0 0 1 3.5 150 .05

2 1 0 0 1 3.5 150 .05 phase
3orr.

3 1 0 0 3 3.5 150 .05

4 1 0 0 3 3.5 150 .05 phasecorr.

5 1 0 0 3 3.5 150 .0

6 1 0 0 3 3.5 150 .05 SN=10

7 1 0 0 3 3.5 150 .05 AR= 2

8 1 0 .5 3 3.5 150 .05

9 1 0 .5 3 3.5 150 .1

10 1 0 1.0 3 3.5 150 .05

11 1 0 1.0 3 3.5 150 .1

12 2 2-g 0 3 3.5 150 .05

13 2 2-g 0 3 3.5 150 .

14 2 5-g 0 3 3.5 300 .1

15 2 5-g 0 3 1.5 00 .1

16 1 0 0 3 3.5 150 .1 Qfd

17 2 2-g 0 3 3.5 150 .1 Qfd

18 4 2-g 0 3 3.5 250 .1

19 2 l0-g 0 3 3.5 150 .1 z-dir.

20 3 2-g .25 3 3.5 150 .1
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VI. Conclusions and Recommendations

6.1 Introduction

This chapter presents the conclusions drawn from

this research project and presents recommendations into

other research efforts which could be pursued to enhance

the performance of the correlator/Kalman filter and the

realism of the truth model for performance evaluation

purposes.

6.2 Conclusions

a. Data Processing Algorithm. The data processing

algorithm which generated the estimated intensity function

for use as the template in the correlation algorithm was

shown to perform well in this research. With this method,

almost identical performance was achieved in both the

single and multiple hot spot cases. This is in direct

contrast to the Harnly-Jensen EKF, which experienced

difficulty when the target intensity function was not of

the assumed bivariate Gaussian form. The extra coqputational

loading incurred with implmenting this algorithm, which

makes no assumptions about the intensity function shape,

is well justified. However, it is possible that the bias

which the tracker exhibited could be caused by the algorithm's

reconstruction of the target intensity function. A

discussion of a possible research approach to determine

the cause of this bias will be deferred until the

recommendations section. Varying the exponential smoothing

parameter, alpha, to address changing target shapes did

not significantly enhance or degrade the performance of

the tracker. An alpha in the range of 0.05 to 0.1 consistently

resulted in acceptable performance.

b. Correlation Methods. Based on the results of the
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analysis of the four correlation methods and a tracker

evaluation of two methods, the FFT method clearly yielded
6the best tracking performance when implemented with the

Kalman filter. This method performed well in both the

single and multiple hot spot cases. However, the errors

observed from the correlator/Kalman filter were closely

tied to the symmetry of the target intensity pattern as

projected onto the FLIR image plane which directly relates

to the chosen method of deriving the peak offsets from

the correlation function. In the asymmetric case,the

center of mass calculation which was used to approximate

the peak of the correlation function gives biased results

which are readily apparent in the tracker's performance.

Alternatives to the center of mass method will be considered

in the recommendations section.

c. Kalman Filter. The first-order Gauss-Markov

model chosen to represent target acceleration provided

acceptable tracking performance, and thus the compuational

savings associated with utilizing a linear filter over an

extended Kalman filter or other non-linear filters were

realized. The filter proved to be robust enough Vo track

a benign target and a five-g target, which at the ranges

considered is a very dynamic maneuver, without changing

the acceleration time constant and with only a slight

increase in the dynamics driving noise. However, better

performance was realized when the acceleration time constant

selected was more representative of the maneuver being

tracked. Thus, the concept of implementing a correlation

algorithm in cascade with a linear Kalman filter in a

dynamic environment is a viable alternative to other

non-linear approaches.

d. Adaptive 9fd Estimation. The adaptive Q fd estimation

I
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technique did not prove robust enough to be used throughout

an entire simulation in a very dynamic environment.

However, as detailed by Harnly and Jensen (6), this routine

does contain indicators which could be monitored to detect

when the target initiated a maneuver. Based on these

indicators, the gain values within the filter could be

changed to other preselected vaules, as an alternative

to implementing more computationally burdensome maximum
likelihood estimation techniques or multiple modeling schemes

to provide the desired adaptation (13: Chapter 10).

e. Harnly and Jensen EKF. Assuming the divergence

problem which appeared in the simulations in this research

could be readily solved, the Harnly-Jensen designed EKF

performed well in the single hot spot case where the target

intensity function was well represented as bivariate
Gaussian. However, the filter did not perform well when

the target intensity pattern was not well represented as

bivariate Gaussian, as expected. While this method may
not readily adapt from the single to the multiple hot spot

case, the performance in the single hot spot case was

very similar to the correlator/Kalman filter without the
increased computational loading incurred by using the

data processing algorithm of this thesis. Therefore, for

the single hot spot case, such as an air-to-air missile

where information as to the target type could be readily

obtained from the acquisition source, this may be the

preferred filter.

6.3 Recommendations

a. Data Processing Algorithm. A possible cause of
the bias observed in the correlator/Kalman filter is the
data processing algorithm that generates the target intensity

shape function. To determine if this algorithm is the cause
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uf the bias, a comparison between this research and the

research conducted concurrently by Lieutenant Mark Kozemchak,

(who used the same data processing algorithm in an extended

Kalman filter, should be made. If the same characteristic

bias is noted, a further confirmation could be obtained

by replacing the estimated target intensity function with

the true target intensity function in the correlation

algorithm. If the bias is noted in the Kozemchak thesis

and replacing the estimated intensity function with the

true intensity function removes the bias then the data

processing algorithm would have to be analyzed to determine

where a phase shift in the transformed domain could occur

which would cause this effect. If the bias is not observed

in the Kozemchak thesis, then the bias is almost certainly

due to the correlation method.

b. Correlation Methods. The center of mass calculation

used in this research as an approximation to the point of

maximum correlation yields a bias when the intensity pattern

is not symmetric. This effect noticeably degraded the

performance of the tracker. An alternative formulation could

be developed whereby the center of mass calculatio is

used to determine the approximate peak of the correlation

function and then a precise peak finding routine would be

employed to provide a more precise estimate. (The reason

for initially using the center of mass calculation is

* to get in the vicinity of the peak location prior to

implementing the precise peak finder. This should help

avoid locking onto local peaks as a basic peak finder might.)

* c. Kalman Filter. The filter showed enough

robustness to track the targets of interest with only

small changes to the filter parameter values. To achieve

high precision performance over a wide dynamic range, this

4 filter could be implemented in a multiple model algorithm

(13:Chapter 10) in which a small number of Kalman filters
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with varying parameter values would be capable of

adequately modeling the dynamic profiles of concern, as

an alternative to adaptive estimation of Qfd in a single

Kalman filter. Initial investigation of this concept

conducted by Flynn (6) proved somewhat disappointing,

but is possibly worth further exploration.

d. Truth Model. The truth model changes made in this

research resulted in a fairly accurate portrayal of the

real world processes of interest. The simulation is

structured so that changes from one trajectory to another

and from the single to multiple hot spot case are

readily made. The truth model simulation could be enhanced

by modeling the cases where the target fuselage is between

the intensity function and the FLIR image plane, thereby

either blocking out completely or blocking out portions

of the intensity function. Realistically, when the target

is receding from the tracker location the entire infrared

source will be exposed to the FLIR image plane resulting

in a hotter target while the converse is true for an

incoming target. By varying the value of the intensity

based on considerations such as these, the realism of the

truth model would be improved. The unit vectors which are

currently calculated for the multiple hot spot simulation

could be used as the foundation upon which these more
precise models could be based.
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Appendix A

Intensity Centroid Projection Model for Multiple Hot Spots

In this appendix, the equations required to implement

the multiple hot spot projection model, described in

section 2.5, are detailed.

As depicted in Figure 13, a unit vector in the eza

direction can be defined by

e =cos a k - sin a i (A-l)

where
- - _t _%

i, j, k, represent unit vectors along the inertial

x, y, and z, axes respectively.

To determine the direction of a unit vector in the

e8 direction, first rotate about the inertial y-axis.

The coordinate transformation is:

e cos a 0 sina 1

eya 0 1 0 j '(A-2)

eza -sin a 0 cos a k

Now rotate about the e axis to obtain:
.4

e y cosO sinO 0 exc

e = -sin 0 cosO 0 eya (A-3)

e 0 0 1 ezO
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Substituting (A-2) into (A-3) yields

OX Cos 8 sine 0 cosa 0 sin a

e = -sin8 cos a 0 0 1 0

esz 0 0 1 -sin a 0 cosa

(A-4)

k

bL J

E- AI

Performing the indicated multiplication where e in

Equation (A-4) will henceforth be referred to as e,, see

Figure 13, the desired vector is

e= (cos c) (-sin 8)i+cos aj+(-sin 8)(sin c)k (A-5)

The relationship between these unit vectors and FLIR

plane unit vectors is

e y FLIR

• eza = ex FLIR

With the e e plane translated in inertial space

4 to coincide with the aircraft COM, Figure 14, and since

the velocity vector is assumed to lie along the aircraft

centerline, a unit vector out the nose of the aircraft can

be determined:
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eHX = Vx i+vyj+Vzk (A-6)

where

. VVv z - refer to velocity components in the

inertial frame

eHX - unit vector along aircraft velocity vector

1+ (v 2+ 2+v2ltx Vy z'

Since eHX will always pass through the aircraft COM,

this unit vector is used to form the first axis of a

coordinate system referred to as the H frame, with its

origin at the aircraft COM.

To determine the orientation of the second H-frame

axis the following cross-product was used

~r. vx)

- .4
This cross-product produces a vector normal to v and ).

Explicitly,

jij k 4 -

vx1 v v v = -vzi+vxk (A-7)
10x iy 0z I

This vector is normalized to produce a unit vector in

the direction of the second H-frame axis;
4A

eHy = KVzi+vxK (A-8)

(v2+v 2X Vz

Note that this axis will always lie in the horizontal
inertial plane thus the H, or horizontal, frame notation.
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To find the direction of the third H-frame axis, cross

the vectors which define the first two H-frame axes:

i j k

-~ 2 2-~-vx  v v =+ )j+v. v k (A-9)X y z x X

-v 0 v
z x

Equation (A-9) is normalized to produce a unit vector

in the third H-frame direction:

-~ A 2 2-~-eHZ = xvy i-(v +v )j+vyvk
x z 

-z22)(v 2+v2+vJ (A10

Thus, a coordinate system relative to the velocity

vector is defined, see Figure 15.

For trajectories where a roll about the eHY axis

is desired, the two hot spots located on the eHY axis

will move out of the eHX-eHY plane, whereas the hot spot

1, as defined in Figure 16, will remain along the eHX axis.

To determine the location of hot spots 2 and 3, a body axis

with the x-axis out the aircraft nose, the y-axis out the

right wing, and the z-axis out the belly is used. As

depicted in Figure 17, the direction of hot spots 2 and

3 can be determined by

eBY = cos + eHy+sin eHZ (A-11)

4 where

ON 0
¢(t) -W0

G *(t) = wt
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An example is used to demonstrate how these

coordinate frames are used to project the locations of

the ellipsoid centers onto the FLIR image plane.

Referring to Figure 18, the offset distance, 6, along

the axis can be projected onto the translated e: axis eBy 
axis by:

6 6eBy (A-12)

Performing the dot product in Equation (A-12) yields

6ST 6[(os ) -Vz)(cos a)(-sin 8)+(cos f)(vx ) -sin 8)(sin a)

L A

2 24 + (sin 0)(V v ) (-sin 8)(cos c)-(v +v z ) (sin $)(cos 8)
x y x z

B

+ (sin *)(v vz )(-sin 8)(sin a)A

B (A-13)

where

A = denominator of Equation (A-8)

B = denominator of Equation (A-10)

In the e z direction, the projection is

6zT = By erz (A-14)

4| or explicitly,
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6 = (Cos) (-v) (-sin cL)+(cos 0) (v x ) (cos a)zctT 6[(co
A

+ (sin 1 (VxVy) (-sin a))+(sin 0) (v V ) (cos a)

xvB (A-15)

The equations for the projection of the hot spot
located along th axis onto the translated e -ez

plane are:

= O 6[eBX t8]= 6['(v) (-sin )(cos a)+ (v Y)(Cos 8
lvl

( ) (-sin 8) (sin a)
+ l (A-16)

and

6 zaT = 6[ Bx] = 6[v) (-sin a)+Iv z ) (cos ) (A-17)

lvi

The final step is to convert the offset distanceon he raslaede 8 -aplane into distance on
on the translated -e4 paeitdsaneo

the FLIR image plane. The hot spot displacements in

the translated a -e z plane are normal to line of

sight from the FLIR image plane and with the range

known from the trajectory model, the angular displacement

of the hot spots will be used to approximate linear

distance on the FLIR image plane. The geometry in the

e direction is shown in Figure A-1.
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B8T
L 8T

range

center of FLIR image plane

Figure A-i. Projection onto the FLIR Plane

Equation (A-18) gives the approximate displacement in the
e direction, 6V, which coincides with the YFLIR

direction, in radians:

6 = tan Q18 6 BT (A-18)

r

This distance is converted to pixels by dividing by

.00002 and added to the coordinates of the aircraft

COM in the FLIR plane. Thus, the offset distance in

the YFLIR direction for each hot spot is determined.

The offset distance in the xFLIR direction is determined

in the same manner except the distance must be subtracted

from the aircraft COM since e = (-)e
za x FLIR"
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Appendix B

( Derivation of Qfd for the Kalman Filter, Chapter III

The derivation of Qfd' Equation (3-12), for the filter

* state equation which was briefly described in Chapter 3

will be fully detailed in this appendix. From Chapter 3,

If, Gf, and Qf are:

1 0 At 0 A 0 0 0

0 1 0 At 0 A 0 0

0 0 1 0 B 0 0 0

0 0 0 1 0 B 0 0
if (ti+ l 1 t i )  -A

0 0 0 0 e Tdf 0 0 0

-At
o 0 0 0 0 e Tdf 0 0

-At
o 0 0 0 0 0 l-T-af 0

-At
0 0 0 0 0 0 0 e Taf

(B-i)

where

TL-e-

df Tdf 
f
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At =(ti+i- ti)

0 o 0 0

0 0 0 0

o 0 0 0

0 o 0 0

2f- (B-2)

1 0 0 0

o 1 0 0

o 0 1 0

LO o 0 1J

and
2

2--f 0 0 0
T df 2

0 2-d 0 0
9Tdf 2 (B-3)

o 0 2aaf 0
Tf 2

0 a f
L T af-

*here

ad= assumed carget acceleration process variance

2

a af =assumed atmospheric jitter process variance
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Thus, Qfd may be evaluated using (12:171)

t. T( T
Q = ' D f(ti+ l T)G f ( T )Q f ( T )G T(  f_ ( t i + 2 ' ,)dT (B-4)

Performing the matrix multiplication inside the integral

of Equation (B-4) yields:-

2Q 0 ABQ 0 ACQ 0 0-A2 1 11 11

0 A 2Q 0 ABQ 0 ACQ 0 0
2.2 22 22

ABQ 0 B 2Q 0 BCQ 0 0 0
11 11 11

0 ABQ 0 B 2Q 0 BCQ 0 0-GOGTT =22 22 22

ACfQf~fff =  0 BCQ 0 C2 Q 0 0 0

0 ACQ 0 BCQ 0 C 2 Q 0 022 22 22

0 0 0 0 0 0 D 2Q 0
3 3

o o 0 0 0 0 D2Q4

(B-5)

where

A, B = are as in Equation (B-l)

C = -At

D = e-At
Taf

Q -Q = matrix elements of Equation (B-3)
11 44
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Since the integral of the matrix shown in Equation

(B-5) equals a matrix of integrals of each element,

the remaining demonstration of the computation of Qfd

will follow the integration of the 11-element of EquationK(B-5). Substituting for A and QII yields:
A2 Q T2'(t - At 21F 2 a21eTf(df) T-L

S Tdf Tdf T df df Tdf df

Thus,

tti+l A2(TQI( = {23 2f~ t iltil )2a

df

=2 a A 2(til-)d + 2 (ti -t) ei+l-d + d

1fd T T

Tdf 1Tdf df

ti+l t -i
J 2e(ti+lT)d T 3 ie2 i-) dt (B-6)

1~ 2 d
t. df T

*a  After performing the indicated integrations and combining
terms, the result is:

[ . I (TIQI(T~d a f[(2) (Tdf) (At)3 - (2) (Tdf)2 (At)2

S(4)(TdE) 3 (At) (eT~f) + (2( T) + (T) d -2At + Tf

dff df Tdf (e-

(B-7)

J 1167



r

-. The remainder of the terms of Equation (B-5) are

evaluated in a similiar manner with the results being

31 as expressed in Equation (3-12).

I1

[.
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Appendix C

Plots of Tracking Errors

This appendix gives the sequence of plots described
* "in Chapter 5. The figures are numbered so as to correspond

directly to the case nuibers used in Chapter 5, i.e.
Figures C-2a thru C-2j are the plots which correspond to

case 2 in Chapter 5. For a description of the truth model
and filter paramters refer to the appropriate table in
Chapter 5 or the summary table which is given in section

5.16. (Note: In order for the case and figure numbers to
correspond, Figure C-1 is not used). For the cases where

the filter tuning plots are not shown, the tuning employed
was similar to case 1 for single and case 3 for multiple

hot spot targets.
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The performance plots for this case were similar

to the plots shown for case 3 and thus are omitted.

Figure C-5. Case 5
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The performance plots for this case were similar

to the plots shown for case 3, and thus are omitted.

.'4

. TFigure C-6. Case 6
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The performance plots for this case were similar to
the plots shown for case 8, and thus are omitted.
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l Figure C-9. Case 9
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The performance plots for this case were similar to

the plots shown for case 10, and thus are omitted.

S Figure C-li. Case 11
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The performance plots for this case were similar

to the plots shown for case 12, and thus are omitted.

4

4 Figure C-13. Case 13
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The performance plots for this case were similar to

the plots shown for case 12, thus they are omitted.

Figure C-18. Case 18
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Appendix D

Computer Software (Correlator/Kalman Filter)

This appendix contains the Fortran source code for

the implementation of the algorithm of Figure 1. The

program also contains the truth model described in

Chapter 2 where the trajectory can be generated either

with the model internal to this program or using the

trajectory program given in Appendix E. (Note: For the

multiple hot spot model the program given in Appendix E

is used). Finally, this program contains the routines

to calculate and plot the tracking errors of the algorithm

which are presented in Chapter 5 and Appendix C. The

program was written for use on the CDC Fortran IV compiler.

.8
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C

CALL ilA'tE-(12345)
! 432l WRI TE .,37';7)
377 7 FC9:"LArCix,.GAUSr3Ar; rA-1#7ET CLVAIIAN.CE VALUE#,)

-EAO(5,SLO ) CCV
5c FORMAT (F6 a2)

'F (E'F (5 ) of.[ ) GO T '~ '4'1
WR ITEC(6 937; L I

3 771 FORMAT( lX96"UMBER CF zEGIES Tl PA0*)
':EAD(5,9i61) (jZ

561 FCR , A'(t2)
'4?1 '125-.1?
WRI TEC6,3712)

*37L2 FOiyvATC1 X,.:'UMiiER CF FRAmE;.*)
PEAD(t5,563) N4FIAME 7

56: FOWNArtlj)

A')23 FOR MAT (IX f -U14BE R CF' sIMULAT I "y

WRI 'E(C37'i3)



3 )G-AM MAI%, 14/14' .. p U: PUDvo FT"1 4*+5 10,

37 3 FOAPAT( X,.tALPHA FCP-' 3MCVHIjGr.
:EAO(59br3C) AL- HA

3 37':4 WR TEU,93 5)
37'5 FOPPAr( , x, . PulIEY1 -F HIGH FREQ COMPONE'iTS TO ZEPO.)

I EF: 2.'FP EQ
WR 17 E(G 93 7-. )

3 11. F G 7 A T IX 9 i tPu - MEA SU'lFM'-JT- 0 1 V "A PAICE)
PEAD(59 5 60) VA,4M

F EAO ( 5 95'r3) V'
WR I T E( 6 , 7 )

3777 F0RMAT(X~U!ilAL X P~lTU~i(N*tEl6.7)
* F3 FORM'A F 1Qo.2

E AD (5 95~ 63 ) Y*.

3 7'. FORMAT ( X* ' r :AL Y PCS! TI Or.4,E1S.7)

rR I TL 6 3 TIE4

37 FQPMAT~tX,*PIrI'AL Z PCSI'TTrTh*vE16.7)

CALL t1ITFTAFVARDF9VAPAF)

C DrFIfJE TUE TAGErVZA 3 Plt*')",)'J1 GAI,.ISSIAN FU,,CTroNS UITH
C VA'LA!CE=C" Vo

C

(2 0O

3=

-(11 =:j

C
C l!I TIAL 11E T AF-.GrT T'TEZi[ TY ASSJI"P'
C 3 CIRCI~tAP CF43SS-3FCTlV~ GAUSSIAN TA'RGE?.

IMA v( I) =21.
lM~Af( 2) :20.
I 'AX C3) :20.

C OEF:PiE "RUTH MODEL nlVAPAIC-

4 ~W~[TE(G0 ,65)

I o; 5F0P'AAT2X,e3rn9 0EV O~F T2UrH '4 DEL AT,~OSPHEPIC JITTER*)

C
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~G:)Ali M A V 74/74 cp1 IpmDM FTN 4o+'1

C IF tCHO I QFD I A r)AP T IVF.LY %T I A VF

Wq 11 P(6,'5 71 1
571 FOPMAT(tX,/,lr ADAPTIV9:LY ESTIIArE GFDir,//J

57 C * C. NT IU

CALL rpL'HUN~ -4,D , SI),

c
C SFT THE FXTEh*Al_ MA*ICFEC 70 ZF3C

WlA(I )=r'

H ,^H(i):c.o
H:, ~AC(I =0.

VMAXEX( C )
A N'-, C C.

TPAEX! )=O
EwUTC11 ,I)'.
EXUT (2,91 )=17

554 C:.)i.T I NUE

C

1)' 21 1=1,,4
DO 21 J=19? FvA'4FS

XF.E2(19J)=O. 1

Cl1ME C 1J 2j)

) FPE- ( I oJ3 G

CfOE (I qJ).

t -N

fl3 22 1 1
110 e22 J= 1 9NF A ME

PFPS'(!tJ)=G.
PFMSr (1,J)=o

*CUS!'IG FT' i Alt'[ f-CVO 1,LAct'SY ;FIj3Hji DETER~MINE THE CHO'LESKY
C '.fQUALPcr9 Pe ^F -HE MFAS^UF.F1M'1T ZO1VAI[ANCE MATPIX9 R
C

CALL SP TO (VAPIt- #8
C 'HIS LOCF M AKES SPATIALLY C c--LATED/U4C3PFLATED NCISE
C C0?4MME1!T'HFf N4EXT FCU; LINES IF WA 4T SPArIAL CORRFLA'I1'

C 0. D'b 429 J=1,96 4

C TF(.ra.Jo) 0-(IJ)=VARM
642 CO 'IT r gut
C P'OOCUi'P VER:!' OiF CHiCLESKY PUTS PO~)t BACK INTO CAILTUl 4ATRIX



CALL CHiOLY( P,-')

C qEAD IN THE L ,TIAL DATA FPR"M 7HE EXTEFA':AL TRAJECTORY TAOE
C

F(Tr-AGE,'..t.E&2)G0 TO W5,
S55' CG3NT 1 NE

557 Fui'VrAr(j4,GEt4,:;)

*55 FOP4A-TC'4Ll4.~
~EAP (L)I )XP'. vT~

556 FORj%,A T ( 7F14.)
* C

C L ' 0 UN T L T HE S TA PT PCUt:T IS 'CACHED
C

I F: E;%'.E.V. p l~)G) to 0 55

yo:=yPcs

YDOT=YVELTrO
ZD,)7'ZVELTO
wR.I c(6,;41)

r-4 I * i!T A FCOMAT(T4 STR IG C?*I j)4*

r r5 7,T U:. A F# , T 7 ILHSIAb ,'5HS 2A v TY')*H -3A*
+ T II& ,2ZLL A GLE*)

#-,H'Z1A(l),H5A(I),HS3A(l),COSWl)
t4'3 FCR MAT C TI ,Fl; 39,~E~~ r 4S

5S-- CrfJ'LtUE
C
C

C' E 0 D T I- A L 1 A T t 0 N'*
C*

* C
*C MAKF 'JPL'f;4 "AMULATU(NS (7F 9F-?A4FS EACH F19 -MONTE-CARLq1 AN4ALYSISS

DO N:= -. l
C

W-1I TL 6 p t 4f#
9 FCPMAT(/PIXP* SIMULATIO'i JU''EP',I4)

* C
Z ME =0

- XSHEFT=U.
Y S I Fr .

C INIT :ALE?E SMOO'THED DATA APPAY
C

01) 1 =It,2.
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'W!GAM MA! 7414 T =I F 1 iW' FTN 4*+S to

D1)' 7 J=1 24
*7 SUATA(,vJ)=C.DPLX(".w.)

C
C 1~j1TIALiZE UT MDE TATE V7Cri'z

C

71 XT(:,1):~

YT( 191)

YT(?91 3Yl

C IP'TTALI!:rH FILTERS 'V~r;,Cc DFIFl%JIT 1!,

CALL F1LrER( IFVr)trA*~-~goHI9F)"'J
C ?EPC) THE FIL'E MATFTCE11 FO? THE 44EWT RU~f
c

PFP(TtJ)= 0.1
XFP(r)=O*C

lot- XFIM(iJ=0.o
C

*C 'ET UP THE F-iLrER CCVAQIANCr, MATqUX INITIAL CONOITIONS
PFP(1,1)=10.

PFP( ,3 5 ) IC
PFP(4,6) =10I.
PFF( 7,7).2

PFm(1 ,I)=PFr(1,1)
FFM(292).PF1.(2,2)

F FM( 7 97) = PFC 7 , f

C

C

C INITIAL CY'NfltTI0NS Ck OY?.AMIC 3rATE'

YFPC II ) =X
1FP( *1 )YC

~ANGED= snrxh2-C&2.C*1
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'()GQAA P'AIk. 74/74 Q~PT=1 PM)MI IFTN 4oi+ 10

"HOP=!QPT(RH )
XFP(4)=(r'HO BYV7LTC-y *((XO.%VE-LTO.Zld.?VFLTJRH2R )'A:GE*

ANGE= SOP 'AGF
VmAX SQR T WVEL T**2 .YVEL TI..2 *VLOa.#2 A:GE .0000 2)

C
D:) V; I t1,3

HIJ , 1) *

15 CC.i NU
C

UT(2,1 )=XFP(3)

-C DEFINEUPPE2-LEFT CC.R"IE3 '-I F2V

X=XFP (1)-4*

C ZE.7 THE: VALtJEi N~EEDED ro EST1'IATE 0Fi)

rRKET=O.

* C

C TRACK TARGET FIR fNFOAME F44ME3 (TIME -LICE'-) .... ~

DO ',O NFk=1,h' F7AMES
C

- C
* C DEF.' E GAUS.'3A PEAK Lf7CAT!C"1JS 8ED NCENITROID POSI-NV

C

4 XwAX(1)=YT,(1,1)

YF AX(1)= YT(2,1) + H5iI3(fl)

Xf!AX(3J=YTII.) - H33A(Il')
* YHAX(2)=YT(2t1).HS2H(i,)

YMAY(3)=YT(21).HS30('4 )
CONT ! UF

C
C GET' MEA'SUF4IEE. 'C'"3E APPAY

* CALL "J'Jo :E(u,64)
CALL MULr(pWsG4q6A ,1,V)

* C
C GET' MEA5UP.FEp~r DATA
C
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iGtAM 75 74/714 '1 MQ~ FT'M4r*5 ~ I,

C CALL ItOEALU f
C 4U0,VAXtA;F.-t.)

CALL I!PUT3( -MAXO, ,X'AAX,264,XY,)ATACE'iXCEPIYYMIAX,

C Ann CCIU4EL'VED MEASURE14Fmor "l-13- Tt" CEI!EP i4X9 PIXEL DATA
r

" 'tI to

C ADD UNICkcREiA,-r.D N,71SE T:! MEA3UlEMr7%T OATA 7UTSTDE CEPI"V
*C 3X.*4 PIX~EL At-EA.

r
CALL fi~iSE(,C9,576)
D," 1; 1 1 2
D- J1924

IF(1GE..A'.I.L~t6A~'.J.E..AD.JLE.')G(% TO 6
KF((.'LE.!)..--(JoLEs;l. Z) Ct E.~N'Z4).D.(J.GE.NZM)) Go?
DArAIT )DT(,)CPXU(?*II+$0)SR(AM

6 co.,jrI mu E
C.
c CREATE THE MEASUPEmENT VEC1 FOR THE F[LrER UPDATE

* C

DC' 1,31 ?31

101 ZCK3=REAL(DAlAct J)
C

:-F(N7*NE.1) CALL CCPREL(NNDATASDATAKCEJToYCENiTX9YT4RESH,
O-CCRL)

ZIC )=XCE4'
11 (2 )YCENT

r
C GO~ CALCULATE TI~E EPLCRS 39 THlE PILTERS ESTPIMATE PRIOR T~r
C MEASU,74 MENT IjfCIJP(O:ArrIO%

CALL STATFM( XFMEXFMF2 ,C' ,C44EZXFM ,XT ,YTriRMFRAME~,

*-FFMvFPFMSTvUTJ

C

tF(J~EQGo O 16
CALL U0 CDKF(ZI ,XFPoXFM,1FPCFMIFILUPl)

WRT(6,696)(xF*PCI)91=193)
is-1 FOA%!AT(tX,. XFP*98F1406)
6?7 CONTINUE
C CALCULATE NHE EiROP Fro T-4E zl'.TER AFTER !HE INC0PP0QA':0N
C O F 'HE MEA3UREmvNT

CALL 31ATFP( XFPEgXFPE2C?P:EgCVE2? XToYToXFP'tIRPFRAMqES,
PFPPFPSr,(IT)

C
C

*C ;ET THE TIME FGP THE ADAPTATE011 TO START
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IGVAM %*Al\ 74/74 IP~flI F'IM 4.+5l 10,

C

IF(ICHOQ.EO. )CALL QOS(V:-qF~U0rX~TXT

4"1 CCNTINUr

C CO~MPUTE T !& ' .H 1F T 'F(10'ArTf' F~tCiM rHE CENTER OF FOV
XSHtFT=X-XFP( 1.4 .- XFP( 7)
YSHIFT=Y-X(FPC2).4*-XFPU 3

C
C SHTFr THE DATA ARRAY A;P-03PIArELY
C
C GET FORWARD FFT

* C
* I64 CALL FaUiRT(DATAN?;,2q-lsIgUOIK)

C
C FrLTER DIES-r-ED FR.EGUE!,CY CIMPVI4ENrS oir

IFeF,4EO.Gt -12) 3FEO=12
tF( 'FREO.LE.V) SO TO 37CS

Dl 'I J=-lp24
DAT A( IJ )=CMPLX (0e90o)

ct DAIACJ, I)=CMPLX(O.,O.)
3 76 CONTINUE
C
C ASIME ?F ~-1THAT THE DATA IS CE!'UEPFO

IF(f.P.*JEel) CALL SH4FT CDATA,2%,(SHIlFTqYSHIFT)
U'CALL SM" OTH(DArAStJATAALP4A ,9 -7

TIME=TI?1 i + DT
CALL PROPF (PHIF,0OFFP,'-FMXF 9XFM," SiSVPFPICH2)

Y=XFA( 23-4.
*C PROPAGATE TRUIH MODEL STATE ONE FZAVE

CALL PRCPCPHIT0RO9THvTYT,9 ,2,JTBD,
*TlrEtDT VT Arr,,- YOtz0vV'AXRANGETRAGE~, -JRk'!SE(UT,
O,H'S1AHS1B,9H:;2A,H2HS3AHS3BVMAXERANFXTIIEX,C0SW)

C
lF(Pi;.NE.1)Gl TO~ 9-0

46- 4 F'RMAT(/l!Xl 'fFM4.,,E14.-)

6)5 FORMATCIiC,. XT ..93E14sG)
C
ne.CONTINUI

**E N D 140n'JTECAoLr .STIVULATTONJ

* C
*C CALCULATE MLAN AND VARIAVICE: srArISTICS

C
CALL FIL:T( XI EoXFMa:2,CNME ,C'J42,XFPE, XFPE2,CNPECNPF2,N'UNS,

I NFRAME SoPFP.1 19PFMST,9XFMMS,9XFPS9 xFPm3, XFPPS CNMMC' VIPS CNPM j9CNP0

CALL F ILPTcPFPr,PFMSTXFPE2 ,KFME2,'FRAMESTrMPLACTPL9
fFILPLtFILPV9,ACrPvTIMR)



-)G';A? '4A. 74174 QPTzl FPIv FTN 4.*.96. to

C
?.U r 1 =NFR AMU, *2
%I 42*NFRAMF",2

C
!F(IPLO'.NJE*I)G) TO 565
CALL PLO'S(%,f.,tp)
CALL PLO .(3.,3.,-3)

r
C A I 7.N PLTIH YIELDS Y STATISt IC3 A YIELDS Y

CALL FLTA(TTMIPLAcrPLFfLOL, 'F4AM4E3,%ir., 919!'IE)
CALL PLTA(TZMPLACTPYF!LPYNF3AME; ,N[?4,9,NAME)

CALL PLF(I~XM^1XPSXM-94~iFAE99A~.91'
+PTAPTB, PTCvL1J-D)
CALL PLTB(TIMR XM~XM~XM7PI~NRM329iM93:14
+PTA9PTRvP iC PT 0)
CALL PLrB(TI1R PFMoFiF--91~Nr!E919.AE1o "

+.TA9PTBvPTCsPTD).
CALL PLrB(TIMPtXP~XP~XP INRFS2NM914~

'PTA ,PT9,PTC ,PT 0)
CALL PLftH(TI%'R C'MMSCNMP$g,CNME,%l01vtFRAMAES,1,NAME25!JiM,
rAqPTBPTCqPOD)
CALL PLTB(IIMR*C'MM?'SCNMPSgCE,-7'JI1,NFRAMES,2,NIAME,30,4p4,p

+PTAvPTBvPTC9PTD)
CALL PLTBCTIMRCNPMSCNPPSCNPr-,NIM,NFRAE'3,l ,NAME,3594149
,PTAtPTBPTCgpro)
CALL PLTB(T['"4 ,CNPM~,CNPPSCNPE,4IM1,!iFRAMEFS ,2 ,*AE,40,NI ?4

.PTAvPTBP1CvprD)

C CALL SYMB0L(O.,O.,O.259QHCA3E 21 ,0.9q)
CALL PLOT E

*565 CON T INUE
C

URI TE (6,9987) IUSNRM~pZ4FE9OtA~APA
I SIGOT

99;17 FORMAT( IH1,11O,*RU'S=*,T2, 339*FPAP4FS=b,14,Y7'r3,.KUMBEP 7ERO PAD=*
4 1TIOq*Ju14FWR FREQ ZEqO-J. ,1~q2q/qTlO,.GAUSSIAN C0VA~rA1CE=*v
I F5.2vr3?v.MF.ASUREMff;T NOISE VAR [ANCE=*,F5elvT73,. SMI orHI*IG ALPHA
if =*IF7030/f, 1ot
Nf *TRUTHI MODEL U1CRA,%r=v~~//
WRITE(6 45)THRE'.H

45 FORMAT(1v,* THE CORRELAT01 TH1RESHOLD IS *9F6.2)
GO rC 5,4321

64:)1 S T!)
E f,'D

- 'RITY DETAILS DIAGNOSIS OF P-OBLEM

* FILTE4 V HOLLERITH CONSTANT G07e 13'C4ARACTFR'49 FXCESS CHARAC'ERS INVIAL
FILEA V HOLLERITH C114STAPJT .67. 13 C4A3AC!F9S, EXCESS CHARACrER! INITTAL
ESTIMATE HOLLERITH CINSTANT* .6!. 13 CHA;ACTERS9 EXCESS CHARFACTERS TNI7CAL
EstImArE HOLLERITH CONSTWtJT 9GT, 10 CHAI-ACTEPS9 EXCESS CHARACtE S IN Tt

Z ESTIMATE HOLLERITH CONSTANT aGTe 10 CHARACTERS~v EXCESS CHARACTER3 INITIAL



SUNRUTINIE IJ',FZPFt '3PP'9F~UD

'EAL RESI1(2)vIJP1(FI)

c TItS SURiROUTI'I IMPLEMENTS 'HE KALMAN FILTER MEASUREMENT
C UPDATE Er4UAr1M..N
C X(TI.,)=X(TI-).K(TI)(Z(Tl)-1X(Tt-))
C P(iI.)=PCUl-) -K Ht P(t-)
C 14HEPE
C K(T1)= p(TI-)HrCHPCTI-)HTR4)-1
C

DO' 5 J=192

5 CONTINUE

r$(29 2 )=l.
H (2 9 ) =1*
DI 6 1=:9
DO 6 J=l,2

HrCI9J):HCJvI )
6 CONT I[NUE

CALL MULl (PFMHr ,8,,2,TE1MPL)
CALL MULT(9fTEMP1,29?3,2,TF.11P'R

qi 0') 1 1:1,2
01 1 J192

I TEMP' (19J J:EMP2( lipJ).RF! Lt 1,90
CALL JPVERT(TEMP2,29TEMP4VI
CALL MULr(HT*rEMt 1V,. ,2,?,TEMIt)

*CALL MULT(PF1MvTEMP19PE3,2vGAC'K)
CALL 1MULT(H#PFM92v9'3,'MP3)
CALL MULT(HvXFM92,3,IRE--t)
CALL MULT(CGACOK, EMP3 ,3 2, iTEM.-4)
0W 2 I198
0) 2 J=I10

*2 CONTINUE
D? 3 1=1,2

3 PESI(1)=Z1(t )-FEZ1I(!)
CALL MULT(GACCKvPESIP92,1sUP.D)
01) 4 1:1,8

4 XFP(t)=XFM(I).UPD(l)
c
c
C

PETIJRN
ENID
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WINtrE QDES7 7f#/ 14 OPT~1 PMDMP FT'i 4eQ10

.URUTILNE GDEST(SV vro tIXTTXT9F~
4-TIME9,PRtPT,S)

* .*~ C

PEAL SVPFP('3,-),PFP(,89),UPOC3,") ,DXDVTC ,9)
REAL OOMAX(13U

* PEAL QFDN(8,$3 ,QFDO(dvA),3AVE(3v4)
'EAL N TR XX T aT RXX T09OF AC rO 4

INTEGER NFRAM4ESPOPRINI
C
C THIS ROUrIfNE ESTIV~ATES OFO UjSING:
CC 0 (TI.)-X(TI-))h(X(Tt,)-X1TX-))re'(Tr.)-PHIF.PCTI-1.)&PHIFT
C

* C THE FIRST TERM~ IS APPROXIMATED BY
C (XCI I )-X(TI-IJ*(X(Tl.)-X(TI-))T=<(rfl.I(TI)R(Tt)TK(TI)T

*C W4 EqE:
C K(TIV= THE KALMA% FILTER GAI'J
C I(Tl)= THE FILTEq RESIDUAL
C 3VPFP= THE LAST TERM IN THE 00 --UA'I'r1
C
C A F AD IN'G MEMORY TECHJIOUE IS USED INSTEAD OF TIME AVERAGIN11G
C

*C FROM THE FILTER UPDATE UPD=K(TI3.R(TI)
C USING THIS DELTA X *DELTA X (T) IS OBTAIED
C

no) 80 i=198
DO 80 J=198

110 CONTIN~UE
QDMAX(1)=2*
QOMAYC 2)=2.
ODM'AX(3) =1f#.

OMAX (5)=20.
GOMAX(6)20.
ODMAX((7)=.5
GOMAX(8)-.5

C
* C

ITRXXT=Oo
01 10 1=1,8
00) 10 J=198

DXI)XT(19 J)=UPDCI ).UPD(J)
10 CONTMNE
C

0) 20 1=19e
NTRXXT= NTRXXT + DXDXT(II)

*20 CONTINUE
C

rRXXTtO: TRXXT
TRXXT:.* 'TRXXTO4.2e ITRXXT

C
* C ST3'4E QFO FROM THE PREVIOUS ESTINATIO4J
* C

0I .3c 1=1,8
US V J=198
OFUOCE ,J):QFDJ( I J)

*30 CONTINUE
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'urif.E Or)ESr Tel 14 OPT~l P' D!' FTN' 4*0*iS* 1

C
C F'-!m rHF "JEW ESTIMATE !'F OFO
C

00 40 J=I9

SAVE(19J)= PFCrIJ) + DXDXT(roJ)
QFDNI,oJ)= SAVE(IJ) - SVPFP(IJ)

4e CONTINUE

C *I4SUiiE THAT THE NEW OFn IS 90JP1070

DO~ 50 T=198
OFACT0R1l.
IF(QFDNlIvI).r7.0.)G0 rn 5
OFA rj~o

GO TO 52
5 1 C')PNT INUE

IF 0OR(QFN 4 (tI I G-QDMA(X )) VFAC T.M'=ODMAX([S ()R(

IF(QFA CTO!.GE.1.)G0 '0 50
OFDM(I,9I)=QFACTOR**2*QFDMJ(II3

52 CONTINUE
DO) 54 J=198

IFCI.EO.J) GO TO 54
OFONCI ,J)=QFON (I, J)*OFACTOR

54 CONTINUE
C

IF(1.EQ*K)GO -0 55
QF0NCKv1)= OF3N(KI )*9FACT~l

*55 CONTINUE
'-'I CONTINUEA

C CC4RINE THE OLD AN)D NEW INFCR,4ATI~l

56 ~ 5 1=1Tt'JU

0 IF(")SePNE.1)G0 ?C TO
!F(OPRINTof1E.5)GO TO 10

C
OPRI*#T=U
WRITE(6961)' IME

61 FQ'RMAT(1Xv//9* AT T!ME:.,Fl~o4)
*WRITE(6,42)((GFDN(IJhtJ=1 3),'=to1

62 FORMATCI1X,/,. ESTIMATED QFO I5.,fvCIKPE14*5)
WRITE(6963)TRXXT

*63 FORMAT(jl(,/9* Tqxxr =*qF1495)
C
7O CONTINUE

* OPRVINT=QPRlN +1
PF.TUF.iI

4 299



)UTP E STATFM 74/74 0PT1l PMDS40 FTP~ 4oP+564 1

SUI3RCUTINZ ZrATF4( XFMEW(F'E2 C'I,7C"E)(F4,ETYT*fLPNFIAME-T.
#-t'FMF'FM T ,L'T)

iNTEGER ?4r fd'FPAm4E
t; EAL XFME:(4 ;F RA MES) vXF ME 2( 1 ,4:I MES) ipC"JME (4 9NFP'AME'
R.EAL CNME2 (4 9 FR AAME
PFAL XFM(8)vXTClqj),YT(2q!)
PFAL PFMST ( Ft 2O 0) iPFM ( 4 v
14EAL U T C2 91

* C
* c rti-z ROUTINE GATNE:S T4iE r4FORMArION THAT WILL BE

C PEGuiIOV TO C-CMPUTE T4ft STAriST!CS OF THE PREorCTT1443
C OF THE FILTEP PRIOR TO MEA3UREME~r 1.C*RP.PAT!OnN
C
C FIRST COLLECT TLIE EPO I'4 THE PRIEDICTED DYNAMIC LOCATTO'J
C

XF"E (1I , )=XFM~E( 1 ,N- ) +XFM I ) -X T ( 1 ,i 1

XFMF(4,'i')=XFME(,pf'.1XFMC4-Jc291)
C

*C NOW COLLECT THE SQUARE CF THAT ERO:
C

XFME2(2,P.3=FME2(2, :R),(XFM(21-XT(2,1))**2

XFME2(49,',R)=XFME(4,R)(F'c4)-UTc2,x))**2
* C

C COLLECT ERRIR lN CE-'ITP.CTD PRE)ICTED LOCATIONI MINjUS

C%ME(l, .P )=Cl'IME(1,"JP)4(XF'4( I)4KFM(7)-YT(1,l) )

C'4ME (4 9N )=C.',ME(4 9NR) +XFM (4) -X T ( 4 1
C
C COLLECT THE SQUARE OF THE ER~rl
C

D' 1( 1 1,3
IDPFMST(Is'1 .j) PFMIT(rdJ') + * (fl
to COVTINUE

PETUPN
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'UTIN.E STATFP 741/7e# ')P r= PmnrP" FTi 4.P+56

ZUBCUT~.E::TATFP(XFOE*XFPE, ,*C4P:,CIIPE2,XTgYTXFPNlP NF9 MES,

*0FPPFPSTUr)
I'ITEGEPR NRt'jFcVIEU'
PEAL XFE4*.PMS*FE(*V MS9C:E4NRMS
'EAL CT4PE2(4,fiFRAMES)
:PEAL UT(291)
'FAL XT(691)qYT(2q1)'(FP(4)
'-EAL PFP.STV ,92C2) PFFP(30)

* C rHI'j qoUTIf,E GArHEqs r~w E'4FORMATIGN THAT WI!LL BE
C REQUIRED TO CVPMPUTE TIE SrArIS'TrCS CN THE FILTERS
C UPDATED STATE ESTIMATES

* c
C COMPUTE DIFFERENCES THAT WILL BE NEEDED
C

UIF2=XFP (2)-XT (291)
01F3=XFP(1)iXFP(7)-YT(lil)
DIF4=XFP(2).XFP(S)-YT(291)
01F5=XFP(3)-IJTC191)
O~rF6=XFP(4)-UT(291)

C
C
C FIRST'COLLECT THE ER'rP. 1'4 T-IE OY'IAIIC LOCATION' ESTIMATE-1
C

XFPE(1,NIP)=XFPE(1,NFJ4DIFI
XFFE(2,3 P R)=XFPF(2,W') DIF2
XFPE(3,!Jfl)XFPE(39F!F)+DlF:

C
C NW COLLECT THE SQUAPE CF THAT ERRO':

* C
XFPF2(lotR)=XFPE2C tiN- ).DIF1.*2
XFPE2(29,IjR)=XFPE2(2,FIW),DIF2a'2
XFPF2(3,?IP ): 'FPE2 (3 ,N4 ) DIF5;* '

C
C NOW COLLECT THE ERFOR TN~ THE CEIITRO:D UPDATE

* C
C PPE ( Iq!,)=C!.Pr( I fJll ) +07F3
CNPF (2 0P )=CPPE(2 9NP ) .DIF4

C
C NOW CCLLECT THE ESPCR SOJAIE]

* C
CIIJP-2( 19 ".R) =COIPE2 I 1,7JR +DI0 F3 4 *2

4 ClPE2(2,P:P)=C.PE22,NR),DIFt#..2

PFPST(I,'.FI: PFP!'T(ltk) *OF3(fol)
CONTINUE*

RETURN
END
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"UT I fE F:Lsr 74/74 opr~i Pxfl4p Ff. 4,+, t0

3JBR !UT1V E Ft Lr(XFMEXFME?,C4ECME2XFPE'FPE2CJPEC ' E21
4 :USNFA'E 1PFPST PFM:-TXFUMS39XFMPS oXFPMS, XFPPS9CMM~ ?4CNP0
+CNPMSCNPPI

PEAL rIMEc2'j1
hEAL TIMEM(Z'CO)
LNTE(;ER T'PUNl-%NFRAAE:-

rEAL CNMF2(4vN~FAME.)

PEAL CNPF2C4,f.F3AME~)
!!EAL XFHMS(It,2GO) XFMPS(4~,21))XFPM53(4,2QO0)
, EAL XFPPS(q,2G0)
:4EAL C,.MP(4,2C3),Cr.?4N:-C42),CNJP'C492?O)

'E AL CftP-'( 4 v200

'EAL PF S (*P -A4,'g F'T 3 4 R M '
C
C EXPLA'4ATI.V% OF DATA SkTPUCTUREz'
C XF4*E IS TH4r XPOQS O~F T-IE xT.LTZ"I AT.M[ :US TIME EFRfCP
C TH4ESE ANE ALL C')'PATIBLE WIT'H !TIF AB,)VE PIUTIP,'ES
c XFM14.3 IS FHE XPOS MEANJ ERP31 AT I-:'JUf, TI'4 MINJUS '.IGMA

*C XFMPS. IS rHE XPO.S MEAN EA0 AT PLUS TIM~E PLUS '1IGMA
c ALL NA'IES F13LLOW THIS c'MIE

c

c THIS .qOUTIN Cl)"PUTES THE STArI3TICS DN THE FILTER ERROP'

QE DO 1 .J:I9,-,AM~El
XF'E(t,J)=WFI-E(: ,J)/FLOATe';-J')S

CFPE(,TJ)=XPEIJ/FLA(IU'S)
CDOI (IV):C.( J FLOAT (VPIhJ$.l

XFME(IJ)= RT((AHS(XFMF2(J)-FLCAC( iU4S)*(XFPE(tJ)ah2)3)/DrV)

1 CtiP7'!(1J)=.(QPT((AH3'(CPE2(1,J)-FLOA(,'PJ'JS .(CNPECI .J'',2)JfO:vI
D' 1001 1=1,4

XFM7P;(1,J)=XVE(t ,J)-XFMF2(IJ)

(FPM2 (1J3XFPECIPJ)-XFPE2(1,J)
XFPP(1,J)=XFPE(1,J).XFPE2(! ,J)
C'MM7 (I IJ)C.-ME(~,J-CN"MEC?(I1IJ)

n!i 12 r:1,8
01C 12 J=1,pNF;,AMF E

PFPIT ( 19J)=SQR T ( PFPW( 9 F1 PQ~
PFMSr(IJ)=3QqT(PF'MvclJ)FLOAr(ijPUVI;J

t2 CONT:NUE

2 FCRMAT(T FAc~k~fl*EI-*t?9SEP-*T4*ER-*

,*YV'LE-F(-,T39,* 3 YVELER(-).)
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'urh'.E F:Lsr 1 s7 If r: P T PmD ml FTNJ 10

71 MX X=
01' 3 i IF A PF
WRITE(6,4) 1'MXXqWF'AE(lq,) 'F4E2(191)9XF'VE(2,I

71 tXX=T1 ?)X#.r (1 /30.)
I CONT INUE:.

WR I C.F6,")
5 FORM4AT(UZI9*F L AV ,qTVYYFq+9T29 SFQ( T3 *FR(

DO 6 1=1ANFRAME-,
W*ITF(697) TMYYXFPF(It').KF -2(1 !)XFFC2wI)XFP(f'(2g9 3

7 FOR -IAT('lvF3.3,!RE12*5)
TIMYY=TIMYY.(1./30*)

6 CC NT PiUE
*'11 X.x =1
WPITFC69101

It 6;39*SYCER -)k)
00 132 I1 1 AMES
WRITE(69103)' T!MXXCN ME(1t) ,CN4E2(lt3,PCNME(2,Il),C'WIE2C2,T)

103 FC'P'4ATCrI ,F 1.3,T 10E12.5,r23,El2.9,'52,El2e9,T66E2953

102 C 0N Ti F!UE
'r I m xx = 0.o

Itr A , 3YC E + * )
0') ; 1=1 9PIFRAME--

FIRMAT(TlF-: .3,Tl0,E12.5,T23,-t2.5,r52,F12.5,T66,E12.5)
'IIXXTIMXX+(1./30.)

WRITE(6, ti)

.4 De 1.3 JtNF AME7
WPITE(6,14) :MXXPFPS7(1,J3,'FP5!T(?,J),PF'T(i3,j),PFPsrc(4,j3

14 FORMAT(T 1,FI 93,T129UI2.5t239El2e59T52pF12e5gT669EI2*5)

13 CO 1!T I JUE

#VT3,P*3Q0P FFPA 3,3)*,v6 ,9*501 2FM(4,4)*3

DO~ 19 I1,1NF4AME.-

14, FrRMAT(TIF-.3,Tl0,[12.','T23,El2o5,T52,PE12.5,T66,E12.9)

* . 1I C(*AOT !NUtI
C
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UTIrNE F'L , 74/74 00T=1i PMDM= FTN 4*A10&

rO I

D' '3 K 1 92

* 7IMXX=FL,3AT(:FI'J)*I./o.)

W'RTE(6,)T:MXX9TIM01M
P 4 F(R&q4T(//,lXv* FROM TlvF*#F?03,* rn rImE*tF-*3)

-! FcRMAT(/,r~,. XIY EPR?4*,r1lf X/Y ER-IP.,T329* XlY CE*RM.,
ra4zn,.* X/Y CF"iRP*tTSC. XlY SF ~,97v XlY SER!RP~v

9-&X/Y SCF'lz!*qT1C2,~i XfV S'6FRRP&)
C
C HIE F(LLrWIlIG CALCULATrCNS Aqr- UiED TO Fi1'%) -HE
C AVfPq4GE LPRGO' OVER A 131VEV PF'ICD
C & ET ISTAjr Ai!O IFIN. FOR THE DES13ED "G
C

0l: 'A =0 .

CFO-' V=J

CEPI P=.*
-ER- PzO.

.CE' H=
,CE-P=39

c

*ER-M=E PM4-F~fE ( I J)

CUP CERM'CE- F+''CME(T:J)
CERRP=CrP*CNPE( tJ)
SEPRm=ERPI .XFME2 (lq J)
SEs:RP='ER;P.XFPE(: 9J)
),CLRP4ZC\lME?(!,J)..SCE '1
SCEPP=: :CEI- P.CN"PE2 ( 1 9J)

CPPv=EFM/FL-JAT( IFIPI-lSTARr41)

CERPSICFP' I/FLCA? (IF:N-IST4Tr*l)

-IEPSE,,PP/FLC4T( IFIN-1 'TA4~1
* '.CFROSCER9/FLOAT( tFIIJ-ltTAr.I)

CEqP:SCLRP/FLCAT(FN,ITA~r1)

I~ CONTINJUE

:F(NFRAMr' .Gr*1l7)ISTART=1)3

A a COff r i 'UE
7? COO TENUE

C
C
c
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)UTIF F7LS T 74/74 OPT~1 Puflmp FTN4 4*P*564i

OC 110 £r1,v.FkAMF5
C TIMEfl, IS THIS TIVE MVINUS AR44Y SET FCR MULTIPLE PLOITS

lF(i. FQ ol T ' M E: t to
TIME(I3ZFLC-A!(I

I IC , r~ G E I) I(0

C IOTF: THE COE;- nF OUTPUT T) TAPE

*C ?'FAIN ERR.2F AT MI',US YX POS FILLOUED BY PLUS X POS
C M (AN~ F ~q.- 1 Ar M1.US X P 33 M!'JUS S."rmA FOLLOWED BY X PIS
C "0EA% ER2't; AT MINUS X P.%3 2LUS SIGMA FOlLLOWED BY PLU3 XPOS

*C 'IFAN ER',) AT ?41!dUS Y P CwS F"LL3WED BY PLUS Y POS
C kl fEAN E 1 OC A T fINUS Y POS MINUS SIGMA FrLLOWED BY PLU3 Y DIS

*C MEAN ERF.Qf AT MI'IUS Y POS P LUS eSIGMA FnLL %WED BY PLU! Y OOS
C M EA N L R R A T M I NUS XC CE' 31-3 FOLLIWEf) BY PLUS XCENI
C FEA"' E-4 (R AT MI!-US& X CEN P03 MP4%US' SIGM!A FOLLO1WED BY PLUS X
C M FA!" F t2R ArT MINUS X CE'4 POS PLU7S S:GMA FCLL')UED BY PLUS X
C MEANJ FR~kl A 7 M4INUS Y CENl PZ FOLL.)WFD BY PLUS Y CE%,
C "-:A 1 E'P') A T MINUS Y CE4 P!) MI'A.US SIGMA FOLLOWEDO BY PLU-; Y
C MEA~l ERRmn AT M4INUS Yr CE'4 P05 PLUS SIGMA FOLLOWED BY OLU7, Y
C
C UFITTFJN ULTH A 6F12*5 REC, R!S WHICH IM~PLIES EACH PLOvARLE
C :SET 17F pOI1%75 CnltiS1ST IF It RECOODS WITH THE LAST RErOPO

* C * NLY CAAIL~N 2 I'4 NPS-EAD OF 6

C
* C WItTE(191OO0 3 C(TZ1EM()YF4EF(1t)Tt,E(),FPE(or)3,?I,920)

*- C WqlrC(1,il003. ((TIM4EMC I)sXFS(,i3,T1ME(t3,XFPMS(1,!)3,=1,?O)
~' C 4RITEC191iOG. 3 ( ( -I M E *1:)- XF PS (1 ,) 9T I *r-( I19XFPP' (1 9 1) =~1q 0)

C iRI T F (19 10 ' ) ((TIMEM( z),XFVE(2,t),?tMEC1),XFPE(2,'I)),T~lt,203
C uz IrE(1,1I0a ) ((TIMEM4 1 1xF'qmS(2,I),vE( I),vFPMSC291)3,T=1.'0)
C '' I RTE C11 li) (CTIA EMU3,9XFPS(?,I3,'TMF:(IXFPPS(2,I3),I=1,20)

C W?1;TF(l100;.' ) (CTIMEM([3CSM(1,I),TTME(I),CNqPME(I))91,90)
C WRITF'(1910GQ' ((7IMEm()Cg'qS(1,I3,T TM4E(I ,CNPPSC(11),:=1,9O )

- C LWPITE(1910Q2 )C

C W.RITE(l 100') (M(),AS2tIE(,CPd2T)t:2O
C WRITrE(19100.) ((IME,-(I )9C.'PS(21 TIE( CNPP(29 ))q:=100
I 1r,, F(!RMA(6F12.--)

IF T U F N4

"Ir ITV DE T4: L', r)LAGN',--1'3 CF P fBLEW

-HEPE 1 NO( PATH TC "HIS STATEMEtiT.
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U111rUTP;E r:LPr(PFF T ,PFM ,oFPE2,X.FM,2PFAMESTIMPLACC)L,

?FAL 7IMPL(4 10),FLLPL(4O0) ArL4099LY40,ATY40
,FAL PF!T tF -E)*~4T'94RM'

'SEAL TI-(2j)

c ;H1 ^I'JW''UT!NL COMRIrPF VFP A'%D PF, A,!)t XF.ME2
C AN~D YFPE2 F111. OL)TT:AG PURPOSE-

K 1) :' 1
KCUN:r2=3

KOr 3=1

017 I0 1=1 ,' W-A'
FILPI,(KCUNTV= (PFMST'(1.1))
F ILP L (KCUNIT 4,1 :P F PSr( 1 9) 1

CCNTINiUE

ACTPL(KlUT)=XFVE(197 )
A CrP L ( KP''r. XFU(

flO 3C I1,oNf;O 7C.E 4
* tMPL(K.'U.T2)=-,M
71P(fU-T* .=lP(CI2 .030001

KOU,T2=K;l'UJ 2*'--

iGc r" 41

I IMPL(2) zoOCuVO1
TPWIM i.f.sce

4L CGNTMEU
30 CON1TI: UE

4 c

KOU'JT3=KCU? T3+2
50 C 0 iTI MUE

ACTPY(KCUllJt 4)=XFMF2(2vI)

K'*UNI4T KCU%;t4+2

44



- l ur i E F..v' 74/7, CPr:1 PMPvF"J**+3 10

C jj '14UE

FETU-:N
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-UTI'E Tr-UT r 17 4 !Ci''T=1 P Flo O FT NI

C

C ICXO)/flr:FT.XD.HiU~Tarl7 A4D'JO&xr
C WHFkf E

-~ C
C : 3 C 00 C
C i 1 I V 0 0 0 .0 :

*C : 0 0 -A a o 00 :
C F a a -1 a 0 0 :
C 0 a 0 a -fi 0
C I ) 0 01 -A a

C : I0 -9
C : o 0 0 c a c -

* C
C
C GT ~ :1 a
C 1o 0 0:
C :~ 0 r I 0:
C ~0 06G2 0:
C r, 0 G3 0:
C c t

t7F C 0 0 !-. 2
C :c 0 0 G3:
C
C
C A'.0 HT 7 i a t 1 3 00 0

*C :0 1 0 3 0 1 1 0
C
C
C XD= :XT.
C :YT :

* C '(lA
C X2A:

* r X3A :
C Y1A :
C :Y2A:
C :Y3A:
C
C

* C THL .0LIUTIIO' UF -HE lY'IA4IC EGUATIC,'1S 11
C
C
C XO(l~ 1= p!T*XDlp + SVQr(ODI*WT
c
C WHEPE PITrrSTATE TFA'jSTT04 mATQtX

* C .:!GOT= ATMOS NJOISE STA'iDARD DEVIATION
C *, Wt= GAUOSIAN~ 'V~rSE VECr"R

C QO= COVAPTAICE MAT41XE
C
C

!4%^T ATE=:
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'U T1' E T UTI4 74/114 -,9 T -Z Pmnm'P FTPI /#q5rt

ADL 1 el,~~~'

or) I I=I p 7A F

* FMID( J)'

*C OHI(1, 1 ,:F) (-o/ r

C HI =cY ((1,1 ))

PHI T(2,2)=PH ; (191,
PHt!(3,1)=EY(PC-A*D)
PH!U(4q9)=Dr&E)((*DT)
PH! T (5,3j-)=E'P(-fI&D )
PHrT(6,6)=EXP(-A*0' p
PHI t(7,1)=ENP(-H*Oi.)

FAC1 =A-Ji

F AC,'.3=2 * *F-
Gl=FACT/ (FACrT**4)
G2=FACT/CFACrl**3)
G3=FACT/(FACTJ**2)
P1:l*-ELXP(-2.A*DT)
,2=1*-E:XP(-FAC'2*D-)

P4=:DT.EXP(-FACT2*D*)
P 50T *E XP(2*R *DT)

Q0( 3 93),= GI1io1)/12.*A)
r~n34)=P'el_(G2./FAC72*2-l/FAC2)-P4*G2/FACT2

*) . So 55) tG2P2 /FACT7

P5* (-G2-/B.G3*DT/FACT3e.2..G3/FACT3*.2),
* D('4,5)=P3* G3/FACT3I* z- 2/FAcr3)-P5*G3,FACr3

00(5,3):3 &G3/FACT3
D7 2 I3,95
01 " J=395

CALL CH;.Lv(0I]Pt6)
D? 65 1=196
D - 0" 65 J=9f

C. 9 D Ct +2, JP-,! aDc ( rJ)

go r c 0rI j) r)D(ci j)
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1) 3 J=, 5

4I 1 ,3) 1

H(2 9 1.

P E T i.P N
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'UrUPE Pr.)P 74/14 QP 1 PMDMflM' FT1 4o; +56". 10

"U8' )UTIE PPOP F'PHI T900OT9H, XTYT,'I ,YlUTHD

#.HSlAHSlHH'c2AH32BHS3A.H~3BVAXE,FRA,.EXTTMEXCSU)
PEAL PHITeI:sN)900D tCTU.,vJ),ETC'il) YTCM,1),H(MN)

REAL TEMPle ,-9),TflP 2(%PI)9 TE'UP3C?1)
F AL U T (291 ) p RD( E92)
~'TEGE rRAGFP ,'R,
-EAL EXUT(2,?"flO),HSIA(?U)) ,v4L3(20O) )HS2A(200) ,H'2R(2O0 I

*-EAL HS3A(2!11. ),H'3B(ZOO0),VIXEX?0),A.*"FX(2t0)
!'EAL TtMCXOC)CSW(2lC)

C
* C T~t: RCITUF. NLW*iTHE srATE TtZA!ITION Ei3UATrON.

*C KT(I4A!)=PHIT*XT(I) + 0300IT&'.Jn

C WHE- E XT= GTATE VECTnR CNXI)
C PH!T STATE T4AN~iION~ MATQ.IX (NIX'J)

C Q051COT= S'T ~ TA1'JTY COVAPIA% CE MATR!X M11C)
*C WD: GAU!SSIAN~ DIST~IE3TED P03SE VIECTnR (NX1.)

C
-*C AN!D THE (JUTPUT E(QUA? 1 ON

C
*C YT=H*XT

C
c WJHERE. YT=MEASUREABLE rJTDJT VECTOR (!4XI)
C H= STATE TJ CUTPUJT MAXTRIX tvX5')

* ~~F ( rRAG E*E.2)Gi) 4C
C
c

007= -1000.

7UOr= 0.
)(po02 X1, + X[)Or T Lr.4
ypoc- y'
zPcG= Zs

lF (T "AE. LT.2.C )G.' TO 31C

Yo)Tr= I-,Q0.CG(TAT-(VIc-2))

XPOS= XO-20 '.-((lCC /TOATE)*STI'ITqATt*e'lME-2.)))
YFCS= Y6 + ((10 v/TRATE).(1.-CflTTATEaCt 'ME-2.) II)

31fM CONINMUF.
:'HO~P7 XPf!S*A2 Po&

A.%.Gk, ;4CF + YPOS-*Z

* R40RR Sl,2FTC-H0'-)
UT(Ro,1 (PH .v013r.T-YPOb C( K'eS*XD0T ZPDS .ZfCT )/RHOR I (ANGE

C
40C CQOlTNIJE
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)UTIRE PLOP 74/ 4 flPT ~ pmo D'n 
FT M~ 4.9 54 5S 

f

C ',EAU Itj rp OATA FRI'M THE EXTE9\!%'L -APr*

C A,'iD z-T'NPF THF. DAM1A FrQ THE. IEXT 4U'll
C

: FW:.NE.1)Gj -0402
,FAO(9,b*)1TL',EXUT(l,f-P)EXUT(? 4 ;P)VMAXF-X(PiP)

+ 9CO';(P)PA'EX('1P),1P4EV((NIO)
40J 1 FOR MA('4 v6L t *5 )

404 FrRMAI(6E4.7)

C

411 Fnr,"AT( / / 9T1. v F AME* T12 9a ADO) 7 ,r2', HDOT r4O 9, VMA X 9
+ :' l, *R LL W!GLE& 9r6ii ,AfGEt 9 T 2 & EX T~I E* )

+ ! ,AfEX VJP, 7 1MEV( NP)
40-- Fi4'PAT (IX1X,4 6EI4.5)
C

wp~ I TE F 64 12)
412 FCR1MAT(T6,.* H1AhT21,* t4Z13*, 735*H32A*,!499*HS2R*,?63,

+*H S A* 9 17, If.*H,3B* )

* iRTf(6,4o?)HSIA(N4P).H1(NP),4S?AjP,,HS2Hei(P.),NS3A(NP) ,H333(N")
4C7 F0RMATC1X,6Fl4e5)
4C2 CONTZNUE

A UT(2 91 )=F!"UT (2 v 44
VMAX=VM1AXEX C P 1

C
*401 CONT~tJUE

C
C

CALL NiE mlN
CALL MUL C(QI:)PCM,TEMP1 ,''9,1,'EMP?)
CALL 4ULT(PHIT9XTyfIA q1,TEVP1J)

CALL 4ULT cnn ,iTvj 2,1, iFMR3)

00 r I I= I +,1 TFMP(II) + * P!1
CALL MULT(HvX1,!4,1,1,YT)
?iET' RN
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'jUr!NL IVITF 174/74 (PT=l PMD!AP FTNi 4.+

*c TH13 ROUTI'.F CC;-TQCLS P:FUTI'40 VALUES NEEDED FOR THE KALMAN
c- FILTE'i

Ar= .r707.2

C THtS IS THE CORELATIV' TIME F.) T.HE AT'i'jSPHfRITC M"1DEL FqO TH
r - FP-'EEl

* CTHE VA &tA%CE -",F THE DYf.AVICS FOR~ THE FIY-TER

URI T E(' 9,1 ) VAIFDF
t FO'.'ArT X , %A 7 aA NC C F F IL 'E q OY NAM IC S*,jFl 45)

.5 F-JP'-AT(lX9hVAPIANCE (,F FILTEI ArmiSPHEP.ICS*)
rEAO)(492) %JARAF

2 F3RVMATCF7.1

C THE VARTANCE OF THE ATMOSPHF41C JITF3 FOR THE FIL-FR

FE D
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1(JTUrX F':LTC'> 74/ r4 C-PT= I F 4hA M FT'N 4.*'-+f4F 1

3Ul3-*0lJT,E F: T-(D ~ ~ o -r~ VAA 9 'P !vF *.-

INTEGIER 1.1
C
C THIS SUiROUflNE DEFIN~ES T'$E FlI-T ST6ATE T0A?4SjrTC(N

D!* I A.=19

11' 1 J~
OHT F ( 1 J) =
)FO ( 1 9 j)

I C17'NT :'E

7HIFC Q,91 ) =1

PH!F(1 ,3)0P:(1

v HIF (2,3 =1.

(2I F .4 = 1 ,)

PHIF (4 93) (:F3 97)
PItF (5,95 ) Exrj ( DT/TOF)
PHI F(6 96 ) =PH -IF(5 95 )
PHIF(7,7 )=EXP(-DT/TAF)
PHIF(9si)=PHE7F(797)

C '"ATPtX(PHIF) A"D THE DISCRETE %j'rS: OI7I'
C AP (QFD) CV"AC

1 4  4 -C'*VAZ4)X-2*TF(V0F*(T &*)

0.T )4.(VAROF.( rOF&A3).EXP(-2.*)T/-nF))
(QFDCI,5)=(-2 .* UrF*VA:; ' F#,T*E-XP(-DT/TF) ).(IAPO)F*(TDF**2))-(VA~rDFaC
+'0F**2)*FXP(-2.*I)T/'UF))

(QFDCv2) =GFO (1 991)

rQFD(,1)FDU .3)

rlFD 0 C 3) =(2..V AiflF*'jF&DT)-C3..( .DF**'J*VAJF)(.(TDF*.2).VAqDF*
6 *F.KP(-OT/TOF) )-(( TDF**2)*lA)Fh:-XD(-2.h9T/IDFJ)

fl DOT OF 3 ) (V-J F( F&TO EXP(D TO)(A'FTO E -

O( (4, 2) :rFf (2 9
FD( 494)=0FD( 3,3)

* (FD(4,6)=l*H)( 39'3)

(0FD C ,93)=(JF)(30,)

QFO(,2) =(jFfP(2v,)

- fFD(7, F)=;VA-AF*(I.-FAXP(-.'LonT/TAF))
'iFOC l=FDv7

C WRITE THE MN94'!X DEFItiri2%3 T THE CUTPUT TAPE
!F(~'.'5~.)fCTil 20
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~UTuI-;E FtLTE- 74f7 1+ CP T I PMDs" FTI '1 10+c,

2 0 1C F:9JRMAT(1X9 . Q-Fb*/ (1)( 14.)
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U T'4' ,-E :. PF 74/7 1  rl P 1. F " "PF fol 49':5616 10/

* - EAL rcH!F(, )9ID

:E AL SVPF PC v,

C
* C

c THIS Riibrr".t: Z'PLE!,FtS THFU SrATE rA1:r'~
c -FQrUATVU541 FCiJ THF- FIL'ER
C
C
C XF(:+I)=PHIF*'KF(I)

C PMzPHIF*PFP.FHIFT *OFD

C

C WHE; E PHIF=F'LTER STATE rPA",!IT1ON MATRIX
c XF ='ILTER STATE VECrOR
C PFM =Cr-V PILrEi STATF7S MtNUS
C PFP =CCIV FILTER STATES PLUJS

* C 0Fm'ECCVAIIA:ICE MATIV
C
C

-C

C

CALL MULTCPH.F9XFPq~:vf ,1 ,XFm)
CALL MUL-(PHtFqPFP,.'9q~vEMPI)

a; I I =

PHIF7(IvJ)=PH:F(Jtl)
I CO)N" I UE

CALL MULT(TE;MP19PHIF79,p,~pOTE4lP2)
* r
*C SAVtE PHIF*PFP*PPbIFT F'6R OFD FSTt'"A'tO%

!F(ICH0.!4E.i)G0 r~ 377
011 376 !=Iv
U.- 376 J=9

SVP'FPC lJ)=: EMP2(.,J)
37 S C G PT It-UE'
377 C GN'T I 4.lJ
C WRU-EC6,q3G")
36 F.oRMAT(* 7EA4F2*)
C CALL MPIVM29' 93
C WR I E6 937's
3~76 F(,IRMAT(lh OFU')
C CALL mppjj QD6 L

C WL'TE~(ig1)
37! F-fRIAT(XtPFP.,/,(.IX,::.E14.3) )
374 cc ur PiUE

*D2 1=191
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tJrT;,E PYJ P= 74/74 IPT=1 P 0~ FT'Z ~ 0

2r PCIIT r .UE

C W I T E'T( 6 93I73 1 4(I
31 3 FORMA T (19/ft* lFM*9/9(1W,9i214.5))
3175 Ci)ri 1 NE

LE rtj- Nj

E0
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)UTIP.E IF PUT 3 74/74 QP T I PO'' FrP 4 10 56

.I Gm.; 9PA..GED PRA'.SE UT 9V A X AP R0,!4U4HS;
4EAL IMAX(1) .S(12)vXMAX(3)qY"!AXC3)
CCMPLEX WAAN,-j)

REAL SIGMS ,r-A'GEDRAiGEV4AX ,A3Plr.

r!NTEGE9R CNEH

C THIS UfkjT1'iE DE-TEFML'JES R--AL Mf!EL IPJTFl;SITY AAID CE-TR0)!O
C VALUES FO)P Al) -_Xi PIXEL F')V. IEAO PAnoDE'rG IS ACCqM0LI'!HFD BV

CCEt'rEpI.2G HE izk PIXEL FPV WITHIN A NJULL ll'Xh -.PACE*
c THE CV-l.>DUIATE 'iY1TE4 1t A3 DEFIA;FD BEL4,W:

c
C

C . GA!.:SSIA5

C .

C

C
C

C ~THE krFNSITY F %TTErfIJ D'_F T 'ED TO BE 3GAUISSIAN DjSTt.U'
C OF itiTE.;ITY 'IAX~),113 LI:ATfEO AT XMAXC')9YMAX(Ir)91:1ip3
C WITH CCVAR!A'JCF S(i),:=1,3. TiF UPPER LEFT COPNIrP !F T49: AX' PIWE
C FOV IS DEFI'EIJ ro BE LOCATTON X,Y MICPQ)'AD.

*CTHE IfTEf.'.Z1TV AT EACH PIXEL IS -)E-EPM,"r-ED BY VNTEGRAT:NG -HE
C It~r:'Sr7Y rF 23 EQUALLY SPACE) spIT^ wIrHIN! THE PIXFL.

IN C 1*tGPV SZG K*( A li ED/ ,A NGE)
PLVEL=SO.T (U7 (1,91 ) ** A?&IT(291L)**-2))
,'TH=UT( 2,1) /PL'IEIL
CSTH:UT( I,1)/PL'JEL

C
*C ZER'G GUT Ft:V ej;ACE.

00 11J 1 = t

ic OA-A(I9J)=n.

S UM AVG="'

03 2 J=LMtL'

C *DIV;DE FIXE.L 191 r.,:o 2','z GIE?*s
01) 3 XI1,0

318



,uri, 'r PU7v 74f+7 4 CP7=1 P?4Dm3 F'Pi 4.*5C, 10

0ELX=(J-9)*10(21*
XP=X.DELX
YD:Y+OELY

CX1=(XP-X?4AW(1))*CS '4
Xl=(XP-XMAX(l))*S?.i-H

CYI=(YP-YMAX(l))*CS&M

X1=CX1 SYt

IF ('~9.J.)~ T( 7C
CX2=(XP-XVAX (2)) 'CSTH
CY2=(YP-YMAC.2J))*CS''i
X2=(XP-XMAV (2))*SN-H

"Y2:(YP-YMAV (2))* )Nr
CX3=(XP-X?'IAX(3))*C$TH
CY3=(YP-YMAY(3))*C'.rH
SX3=(XP-XMAX(3)) .S~lH
Y3=(YP-.Y'AX(3))*sjrH

Y2=CY2- 1V2
X3=CX3+SY3
Y3=CV3-SY3
ARG2:-.'4.((X2/UV*2(y IPV.2

0.FXY=l4AX(1)*EXP(APG1),4k!X(?)*EXP(A~r?),MPlkX3)*EXP(APf,3)
70 FXY~iMAXC1).ED(P(ARGl)

AVG=AVG.FXY
SUMY=SU'MK+XF *FX't
4 UM.Y=SU"4Y.YPt FXY

C WRITE(%,10C) ,.J*DA'A(1,J)
in,. F 0 T'VA T ( 2X 92 1It v2XvE 12S

2 SUMAVG=3UMAVG.AVG

CU; X=SUr'/?L;MAY G
C E 14Y =SU M Y U MA VG
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U T 1NE C UR Lt 74/14 CT!Z P M D %A FTNI *.e+364

'URCJT I .E C -I(1. D tT'' T9xE*rC I X Y T 3 S P l~ -
C3)MPLEX 'MPL AT (4,924) , DATA(:f4,24)
C 'MPt.E TE-MP(24924)

REAL qQATA(2!,,24)
EAL '4AG

?INTErET CP-L
l';'tEGE N'. (7)

C rH!5" :UBL'OUT C!.E :MPLENEA'S T47- Co.oR LATZC:4 '4E-THcDS TN
C FREQUE'ICY DA[4ILHEFFT A'O PHA'E C-RRELATrt
C "ETHI-',. IF 7HE DUfjECr METHrO IS HUNG~ USED SUBROUTINE

F(CCRRL GT .2 )CALL CCRL2ejIIDAr.A, TMPLATvXCENIToYCEPN.TtXYvCORRL
r&F(C,':?L.GT.,2)Gl TI) 20
CALL FJURT (DATAvN9J29-1,1,Wft K)

O 1124
Di I J:1,24

F (CC;*L' .26 TPI~

YM=A IMAG UsEAF(I ,J) 2 *
'AG:QRT (XM+ Y M

C
C ',S UJ;DER TO AVOID NIUMEDICAL D[cr-ICULTIES THE MAGNITUDE
C IS CHECKED t4FFOiE THE DIVISIOJN

!F(MAG.L7,..%V3r-00001)GC "D 101

Goi -p I
101 'EMP(IJ)=Ci4rLX(G.,C.)
1 C-J NT I t.UE

CALL FrJURT (DATA oiN 92 91,vlW0PK)
CALL FrOUPT('EM,N,2P1v1,UJPK)

C :F(C RL.EQ*')GO TO 22
0.'i 35 I:1,?4

C CALL DTcPLAY(24,9q4lA-A)
CALL CHAQUADTE'P924)

C CALI- DI'.PLAY(24924,nATA)
0.1 31 '1,124

nt, .31 J=1924

C WREE(fvl12) ((,AArv)J12)~=94
iiFO'RMAT( 4(1k ,'E1 2*5v/ 1/l)

CALL CF;R(9YT: 2 qXC*F'IvYCE~IT9THPESH)
C CALL DI3PLAY(24,24,UArA)
20 C 0 ST I UE

XCE. :T=XCEtr -.9
YCE.T=YCEt;T-.9

C WP7E(',1) XCE',TYCF!Tr

C YCUM:YCU?'(YCEt.,-YSH:Ft)
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u'U.PE C.:R--L 74/74 t.,P T= I PMDVP FT~i 4.,564 to/

*C YCUMe^_XCU42(XCEjrT-Y: HFr)aa2
*C YCUr'2=YCUM2.(YCEIIT-vTHLFT)hAI
*107' CklNT INUE

C CALL ST7(CloC~XU 0tCIl'tt
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UTZ' E C, L2. 74/ii4 Jpj I I~!0' F'N 10

;U3.I UrTl E Cl )L?(NN ,PArA,--LArIXC7-,yC FTvXYCRP~L)

C4)iAPLEXT*-PL A 9M2f# ), WiC K(57 ),) A'A(:34 24).HtCLOT(24924)
+:EAL C01 24 9 24 ) i.T (2424) v!'02 2 ,~(,1 2 S'ap
DEAL VAC(2492'- ) 94FAT29Z4V T (249 24Y
E AL ACZ.'&;' 2 1)
N~T EGE P '-N 2,)
TEGEP. C0)P-'LvPMvAWf)A)(

"FAL 190
NTEGEiR 05,t-

-EAL MEA' 0
C
C HIS S;UHI UTINE IMPLE.I'kTS THE DIRECT C'(')ELATION METHOD-,

14

TCTAL=O.
.f L2=0.

:.UMXO

W0 31 1=1,924
0:' 31 J=1924

VAR T( I WJ)=0
VACI ,J)=r.

31 CONTINUE

0', 26 J=111.

JJ:J -1

D.. 29 1:1921i

HOLUT(:,J)=TMPLA7(ItJ)
25 CONT lJUE

CALL F0UkT (H7L-DT ,??l1,2,li ,1 Wl1()
o- 27 r:1,24
I' 27 J=1921
K0LDTU9, J):H0)L07(I J) /57S.

27 C r IT 1 UE

C THE MEA'i FOc THE DATA ?-_.CALCULATED : JFE -IMF
- C HE IMEA'a FG THE TEMPLATE IS CALCULATED F0n. EACH PO VALUJE

C PHE VAr-fANCE CALCULATIONS3 A3 E YlLY PEOUIQED FOR 'HE
C r4E i-LEVEL OIJANITIZiEF
C

0 3fl P3=5,1l3
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*urr -C 74 1u7 4 .T1I Pv:)M3 F'N LO~541

11=03- 1

01 1 J1I 9

A(P).=A(P,1).bREAL(HOLDTCTPJ.U))

H=+RELD AIP8J**)J)

'(CC. qL EQ.'a I=3VB,(PFAL(0 !A ("+9~))

C
I C cNT: UE
C.

iF(C()RRLE.4)VARTCP)=RT(A3S((VA(Ptfl3/64.0)-(?4EANT(PQ)*62))
FGl,:E4G 70r 122

122 cti r fN'UJE

30 CONrI !NUE
C

* !F(COQIRL.EO.,JG0 TO ':0
* C

C CALCULATE THE OUANIIrZED VALUE3 II3ASED O'N 'HE FAEAI"
*C CALCULATION,. F01; THE 2-LEVEL OU.'ATIZER

IXr. 19 13=591"

DO 19 P3=5911

D- ' J1,
D, 16 1I= 1 9

C

16 CNT !+Pd+))=-

C CHECK( FUF THU IwAX. CrCqELATI -N VALUE
TFUCMMPq)LTT0rALIG0 'C :;I

PMAX=P

tfO T A L="S P Pt0

D' 3 '. 1 9 3
D!. 3 J=Z1,i

CONrUJUE

O 15 CONTINJUE
G') TO 81

c C I IT I UE
C
C PERF..q?' rIE CALCULAI iOi S F"I T4E S-tEVEL QUA!NTIZER
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UTI,'E C.A;L2 447 PT1 p~~ Mt 1) 101

Ho 1:

I.1: J= I

,)I= EAL (H':Lf'C 9 (J +J ) ~~A! T , Q ) VA; P 9 Q)

IF (11 LrT - . 4 ONT +P =-c

GO 'C 92

C F)NT INUE
c

03

C 0 NT .?I UE

C HD2=HD2.fl,DCI+PgJ+!)*6b2

0- 3G 1=1,3
D0 3 1 J= 19)4
:UMM P 9 ) SU !M V)Q) ONC I'l 2J 94Q ,I)*HOI J+ ))/S g(HD I H02)

3b C,'N- IIjUE
4 rFC3UMw(PqQ).LT.TOTAL)G0 '0 52

tlTAL=SUrMM CP,3

OIMAX :P

H.' LDI=HDI
H-LD; HD2

C
01 5 I[t pp
0: 5 J=1,I

*HrLn2))
5 CONT ITNUE
52 cc N7 J7ZJE
17 COPITIN!IE

fl C olJT N iIE
F,; CON T! MUL

C. WR1IM.6,962)P 4 AX9MAX
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UTIPE CkC PL 2 74/14 T=1 I~l~ FTN' 4oF,~44 104

62 FORMAT(1 9* fLMAv=*,.I9* )MA*=*.t 4)

0,. 6 J~1,cA
SUMXSUMXFLAv(IPMAX)ftC PtPMAXJ+rnMAw

SUIA&SUMACOP(+PA~X,Jo-GMAw(
P3 CINTINUE

* -YCENTSU.4Y/ -(V4A.Y-'! C

rET UcA
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UrPECFL'I'JD 74/'71 .,PT~i PMDM3 FTN 4.r',91* 1

3UBR'jUTtr.E CFir!TD(XtvDA TA,',X:EqTYCE'-ITvTHREI1H
COMWLEX DArA(!.v')

C THIS SUB.COUTL?,E PE~riORMS THF C3-.^ELArn'l rHRF,'Hc.LDIPIG

- DO 10 J=19pl
10 AMAX=AMAXI(AI;AX9,?EAL(DArA(IJ)))

3UMA=O.

su!4y~= Ij

LiF(CE:AL(D)ATA(TJ) ).LT.THPES'i*A%!AY) DATAC IPJJ=U.
SUMA=SUMA.-EAL(DATAU J)
SUMX=SUMX+FLOAT (J) ';EAL( DA? ACEvj))

I SUMY='$'UMY.FL-CAT(I )*;iEAL(ZA'ACE ,J))
XCE;'.r=SUMX/cUM.X-.
YCE1:T=SU14Y/'ZU-lA Y-,; .5
RE T U P N
V;D
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*'UrP !E. CHAOJAJ3 74/74 C,.)T I P'r)!-, FTM 4.q31#'.1

N2 /2

DO I J19

^;AVEl=OA'A(:,JJ
DATA(TvJ )A'A( I24I,12*J)
DAT A(12+41912. J) ='A il
3 AV2 =D A' A( 1 ?4 i,

DA rA(Q2 12. ,.)0A A(,1-2+J)
DAT A( 1,12.J)= SAVF2

*1. CON !T IUE
RETURN4
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~U T E Sr- 0!7r It+/14 D'= p Y D~! FTP 4."+541g10

~UH -1U rl "; EH()ATASDATfl ,4jPHA N~ T TE; AT~

C9MrLE-X DAAiv,) ,nAAC1

C Z.MG-.'TH*G. VE.EGHrliXG FACrf7-? ALPHA 1 USED Tfl GEINF'ATE THE
C SM'fTHED DAMA IN~ ARRAY SIDATA* r4E PARAMETFP ITERATV-N r'-

CU'ED To*, OE* P,?'7NE "H$E WUIG*r'G A WHEN FEWER
C IfALPHA. ITb Ai~r!li HAVF BEEr 3'

A=I.offTL.; A.
r4F(A9LT.ALL'HA) A=ALJ-HA

I DOi 3 T =I
Oil 3 J=1,t i1

3 SDAT A(t ,J)=AaDATAC!,J).(l.-A).SZDATACIJ)

E D
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*ij r rr. c 74T" 47 4 P T I Ff0mV'l FT4:*P.41

D I FE :S I ( (f-4 ,64) C(5)

C
c $-4l UP SPATIAL msECOR ELA!1ON COEFFICTFNT MATPIX

*C U I N G SEC'CND A.EACEST N1 EIGHB1.1 CORELA-110K*
C
C
C C 13 THE AR:PAY CVIJAINI'4G THE '-Z')E IES
C CraRRECPOTJI'IG TO THE, DItSTAkl:ES Tf) ?4EIGHBKPEPG PE'ELce
C THE AROAY VALUES ARE EXC'(-DtSTA'ICE "'I PIN'LS)
C

*C SIGIMAK 1.3 'HE BACKGr-OU".I) VAPIAMICE
C
C P IS THE '"**2 RY M-*2 COICELAI9 MATrt'(

U-) 3' J= 1
(j ,,J) =r; . 0

711 CON,'IOIUL
00 36 1,

IF (1.GE.641 GC TO 36

IF (7.eGE963) G!' TO 36
(I ,I.2)=CMi

!F(I.GE959) T

(I .7)=C(2)
lF(I.GE*57) GO- '0 3t6

'F(I.GE.5S) Go rn 36

IFUI.GE.51 ) GC' 7(O 36

IF(t.GE.3C) 5'! To '
5 CI I) =C 4

-IFC:oGE*I,)) GO -, 3~
-. C16 ) C( 3)

IF( I GE.40') Go r e 36

*IFC.*GLe4?) GC 7 0 36~

36 C ul NT I! UE

R (A 1-gb4. *-I ) 0

IF (TaGEFil) GO TO 37

(H 1 1-, 7 *1 r =c) ..0
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'.U T 1 E r'T :  7'11/714 ,PT= I PM~m3 FTNJ 4.* _-3131t

.F (T.GES4 f.' 37

37 c C JrIIE
n! 3' =, l .. -

F (L.GT.,) G TO) 370 1 3'

!'1, 5" J:g"I
3 9 1" (i J )-=S I GMAF 1 : to I J k)

RETU C N
E'.D

II
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~UT~E7 4/14, O2PT=1 PM1QMP FTN 4oF4564

SURR;.UTIP'E i(',j
'EAL W(10l

CALL GAU"S(IAIYVAL)
W.ICt)rV1AL
!A=IY

? C)NTrNuF
Rc r(:R N
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drit)T ; ~H IF 74/74 T'r: 1Fpp.,lMu FTl 4.'5 4

3 U13 I.OT fE F 7( DA A, Y t~S 11 F T
C9,64PLEX D ( o'~~ TII- I t 4 3pTM49X9 X o~ rY

c r HIS ROU T 1 iE IPPLE!4E'aS A SPATIAL PHASE --'HTF
c IN1 THE. FPEoQJE NCY DOMA!r,. T-4: AURAY IJATA :S A-SUMED Tr- 9E 7HE
c NXII ARRAY OF F'*UR:ER TPANS>-1-1 CIMPOE"TS AS GENEPATED 4IY THF
C TQVM7IFOPM~ 0 ')UTI!4'E FOURT, FO,7 EXA4c'LEP FC7~ A 6Xf; ARPAY D474
C

C C XO YO E XI YO E X2 Y3 E X3 YO EX2* YO EX1* Y', r

c [ xO YE I Xl Y EI X2 Y? TI X3 Ti EX2* YI EXI. TI E

C C XO Y2 C Xl Y2 C X3 Y2 C X3 Y2- (X2* Y2 EXI* Y2 C

*r C XO Y3 C X1 Y3 E X2 Y3 C X3 V3 EX2* Y3 CXlI Y3 I

c C XO Y2*C Xl Y2*C X2 Y?&[ X3 Y2*rY?* Y2*[X1* Y2.(

c E X O Ti *[- X 1 Yl * X2 Y &[ X3 Y I *X2* YI.&EX I Yl *1

*c PHASE SHIFT IG IS t4PLEMENTED BYMULTIPLYING TrHE
* ~c FCUR:ER TPANSFO)RM CO'P4P'E'ITS BY

c EXP(Ja2.*PICFX.XSHIFTFY*SHFT))
C
C XZCHlFr AND YSHIFT ARE rilE 3H.,FTS !N THE X AND Y C)]ORDINA T E
C DIRECTIVIS.

DEF4:FLOA' (N)
N CE NT=NI2 1

DO 1t:1,CEM

FXC=C1JG (FX)
FT C=:CO i G (FY
rEfOPl.DAlA(EJl
!ATA(I ,j)=TC4Pl*CE)kP(FX.Fv)

ZFC;.,EG*. Gir TO 1G
lF(J.EQ-.iO-.J.EON,,CiT) GO T3 232
7EMP?1)DA'AC I ,P -J)
TEMP3=DA7A(j+2-1 ,J)

BAEIt=O2rA(,+2-L ,N2-JxPrC~

t)ATA(lJ*+?-I J): EIP3.CEXP(FX.FYC)
JArA .12-1I, 42-J)=EMP4CEXD(FXC.FYC)
G!' 1, 1

in1 rF(J.Eo.1*0.4*J.FQ.NCEPJr) Go n0 1
TEMP2=DA;A(*of;+2-J)

*DAtA(19N+ 2-J)=TEMP2.CEXP(FX:.FY,
Gtn T(n I

2r YEMP3=A-,AP!2-:9J,
rDATAC r4.2-1 ,J) :TEMP 3.CExo(FxIc'C)

I CCrITlUE
PETUVh
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ui /7u ri I -Z 1u P f4A D -61'v 'U, FT 4t+5; G', e/M

C FOR T'NF"'- -MA-I* '-: CON?.AC' "'o "A-' HALLE3 4'C/n ,O /5AS2-
C
C ",fE CC'OLE Y-.TIJEY FAST FOU41IE! T zANSF"'Q IN U -ASI BASIC FrR'lAN
C
c
C 71I ~ M K vK29. U ( A kJ J . .)F P T T f2-l*-l T -
C *(J-)*K- ~)(21 SUMMFO FO'7 ALL

* C J1 KI BT.LI AIJ) N' (1)9 JZ, K2 BFTWEE~l 1. AND %M(2), "IC.
C THE. F I" NO. LIFT T THE 'kiUvF3E' JF 131HSCC.IPTS. DATA r7 4

C ULT:oI'MEv'S :AL COM'PLEX A: AY W-113E REAL AND IMAGINARY
C FAPT- A-;L AUJACE,*.T :,14 :TCIA(Eq SUCH AS FjCRTPAN IV PLACES THEM~.
C !F ALL IMAGI"ARY PAjT3 APE ?E4 (DATA ARE D13GUISED PEAL), *SET
C :FORM TO ZER': TO CUr THE RU4NI'4G TImF BY Up TO FORTY PFRCENT.
c OTHERWISE9 IFO'; = 1. THE LENJGTH! !~F ALL PITMEN'SIONS ARE

* C S!TORED IN AF.AY NN, OF LENGTH '401N. THEY MAY RE ANY POSiTrVE
C INTEGER139 T HQ tHE P' GGRAM 4U'43 FAStEP r~COmPoSITE IPITEGERSO A,10
C ESPECIALLY FAST ON :UMREPS -7IC4 IN FACTORS OF TWO. ISIG% IS 9-1

* C 0- -1 . IF A 1TA~F~ 'F3LLOUE0 BY A *1 ONE, (C17 A +1
c HY A -1) THE OFIGINAL DATA IEA30EAO, MULTU'LIED BY NTOT (=N%(I).

C ~ (2)...). TRAN'SFORhM VALUES A2E ALWAYS 10OEX N ARE PETURNE

C NARRAY DATA, PEOLACtr4G THE I'IPUT. 14 ADDU' ION, IF ALL
C OIMFPSI'.jSN A"'E '40'a POWEQS nl TJ.), ARRAY WORK MUST BE SUPOLIE09
C COM4PLEX -F LE!IGTH EQUAL T) THE LARGEST NJ 2**K DIMENSIVI.0

C THERWISE, PEPLACE WORK BY ZER3 INtHE CALLING SEOUEPICF.
C NOPMAL FOATSAN. DATA LIRDE7T',G IS EXPECTED, FIrST SUBSCRIPT VARYING

*c FASTEST* ALL SUBSCPIPTS 3ErST4 A' nNE.

YJ'C 'UhflN0 FTME 1S MUCH SH OTE TIA'J THE NA:VE NJTCT**2v BEI'G
C UIVEtL BY THE' FOLLOWING F' IMJLA. DECOMPPOSE %:TOT twror
C 2**K2 * 3**K~i * .. K * .... LET SUM2 =2*K2, Stl.MF -:!:*K~3 *5*Kr,
C s,... AIND %F K 3 + K9j + ... * TIE-TT4E TAKElI BY A MUL'I-
c DIMENSIONAL 'PANTFCFM ON THESE Ilr3T DATA IS 1 = TO +r.:
C T2*SLI9M2,13*SjUmFT4*IF), * 1 THE CDC 3301 (FLOATING PCIT ADD rTmE
c -F :31X MICRO.3ECONDSt 'o 3)fn3 + NTC7*(5j0+43SUf126P'.S:J.'F+
c 12C*!,F) MCcEJo;C14i COM3LEX DATA. INl ADDITIONq VHE
C ACCU7ACY "6S GREATLY !MPROVED, AS TLIE R'4S PELATIVE ERRC- 37 99)99-391

*C BOU.':OED HY 3*2**(-B)*SUM(FACrOj(j)&*I.5J, WHERE B U; THE NUMBER
C ;'F 8.TS IN THE FLOATIN.G F.o!'JT FRACr'-rN AP'D FACTOR(J) A*E THE
C PRIMF FACTiCR' OF NI-CT

C PFOGP"AM BY 11vPMAN\ BPENpjE 0 F;04 THE HASIC PROGPAM BY CHAILE
C PADEP9. ALPH ALTER SUGGESTED THE IDEA Ff 0 THE DIGIT PEVEISALo
C '6T LINCf'L'% LAH1SATOPY9 AUrplJST 1?6're TH'S. IS THE FASTEST A4P MmS-
C VEPIATILE VE17510H OF THF FFT K4DUN TO THC AUTHOR. SHOPTER P'O-
C GR~AM . FOUPI A 40 FOUF42 'AEST!?ECT OIMENsI)N LENGTHS T'O POWEOS OF TWO*
C EE-- IEfE AIDIn TRA,14SACTIOJS CJU'IE 1967), SPECIAL ISSUE 014 FFTs

* C
C THE fl[SCcETE FCURIEP TzAP!SFDR4 PLACES TH: EE 1ESTRICTIONS UPONj THE
C OATA.
C 10 THE .UMHFR CF IPUT DATA A%10 THE N*UMvBFR nF TRANSFO14M VALUES

*C MUST BE lHE A.MESe
C 2a BOTH THE UIPUT DATA A'J1D TIE rQAN F~oP' VALUES MUST REPRESENT
C EQUISPACED p:,U4T!S It. THEIR ESDECTIVE DOW'AIRS O'F TIME A*%D

*C FPE)IUENCY* CALLING THESE PACINGS DELI AT AND DELTAF, IT MUST BE
C TTiUE *THAT DE-LTAF2P'/fl',N,(I).DEL"TAT). IF COURSE, DELTAT 'lEE') NCT
C [IF THE SAME FOR EVEPY DTI'E43r)~4o
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74/74 CPT:1 PMDP*" FTPI 4*Q3c

C 3. CON:CEPTUALLY AT LEAST9 rHE i'vpur DATA A~n THE TQANSFORM ,)UTPUT
C '!EPRWEWT Sl'GLE CYCLES UF Pl- 13 3tC FUNJCT1QPI3.
C
C EXAMPLE 1. TWHE-DIMEN ;10%4 F13WARD F'.UR1F.P TRANSF7PM 'F A
C COMPLEX ARRAY D1MENo tON'ED 32 BY 25 BY 13 IN4 FOqTRAN IV.
C D I ENNSIGi OA-AC32,*259I3),U0;K(3J)gNN'(3)
C CCMPLEX DATA
C nATA %N/32925913/
C D,") 1 1=1932
C D( I J=1925
C 0,-, 1 K=1913
C I DATA (I ,,K )=ClC.")LEX VALUE
C CALL F0UFT(0ATA0Nr,3q11W'gt)
C
C EXAM"PLE 2. * EO r~ FIRW4RD TRAN 4,FCM OF A REAL ARRAY OF
C' LEN~G'H 614 1'. FORTRA Its
C fIPESICN DA'A(2,914)
C IV' 2 1=1,64
C fDArA(1,I)=:.EAL PART
C 2 DATA(29I)=C.
C CALL F0U.FT(DATA,91491,-1,00)
C

DIMENSII\. DATAC1h9'-fNC),tFACT(32),woRKcH)
C CDC 6600 l%-lTIALlZATrj
C UvR1TI(69500c)

R.
WI 0.

USTPTO
rW(P=6.2_31:'530'7

DC 2 IDU'P=19';D7~y

C M4AIN LOOP FOP~ EACH DrLMEN 10%
c

04P2=t P1*

C
C FAC.-JR fl

FZI

60 TC 10
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W UINE FLU~r 714/74 COPT:1 Pyo~l FTNI 4*+5 10

IF( I QUOT-101 ~It) 60 .31 931I
31 !F(lEM4C,3294
3 2 lFAC?(IF)=I~lV

I F= I F.
Mi= IQO T
GOri 30

Gr, Tr~ 3(0

*51 !T WO=NTW,-1 TWO

r-c FACr(IFV=m
C
C 7EPAIATE FOU? CASE --

C1. COMPLEX~ T:'ANS3F7M I~ T 7RA\:F-FM F01' 5 H 914EC.

C2. REAL .T.,APIFORM FOO THE 24J0 03 3RD nl~'qJSrn-"'J* mEH -'
C TRAIISFORM HALF THE DATA* SUPPLYI'%G THE OTHER HALF BY CI
C jUGATE SYM4METPY.
C JUGiATE SYMMETRY.
C 3. REAL T.AI'SFORM FGR THE 13T DIMEN4M1ON, N COD. MEH'f-
C TRANISFORM HALF THE DArA %T EACH STAGE, SUDFLYIG THE t07HE

*C HALF BY CO'lJUGATE SYMMEHlY.
C 1. REAL rTIAt'IFOP.M FCO THE~ 13T DIMENiS:11I N' EVEN. MUHI30--

STPAfr,,FC:RM A C'MPLEX ARPAY (lF LEA!GIT4 N/4" WHO~SE REAL PAq-S
CARE' THE' EVEN~ *.UPREPFD 4EAL VALUES Aajo WHOSE IMAG1'JARY ')A~rs

C AIF TH$: CO NUMBEUED 'EAL VALUIES. ' EPARATE AND SU3PLY
C THE *JECOND HALF 13Y CIDIJU3ATE SYM4ETRY.
C
70 * 'lN2!P1 * (NP2/faTW0)6

ICA f:I

71 014'.)7

72 TCAF:2
lF( DI?1-1 )73,7340

73 7.CA E=3

4 rCA: E=t#
',TU2'=J'TW~l'/2

,P2'P 2/2
iTe)TZNT0- /2

UA TA (J)=DAA (I )

-9 11F ING_ NP 1
:F([CASF:-2)'&O ,,5,1CC

C
C _HUFFLE !7:' THE FACTCr-F3 CF TW) !~4 *: A~ THE SHUFFLING
C CAN' HE DONE lIT SI7MPLE !.TE4CHA~rE, J: WiTPKIG ARRAY IS N4EEOEr)
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JrIt.E FCUV% 74/74 nDT=I pm-V' F) to: 4.c+i4'i 1

J~1

lF(J-12)120v1 3C 13V

DO 12IS :1=: 2 lM A X,2

J3=J+4'3- 2

TEPFi=DA'A(: + I

DATA(13)=DA A(J3)
DATAQ(3.1) OA rA( J3, 1)
DATA( J3) =TE-1'r-

12r DATA(J3+1 b'TE 12
13C V NF'2,HF

15r J=J+!
C
C m4AltN LOOP F',;' FACTORS OF TW' . PERFORM FOU~'IER TRANSF0041 CF
C LEN4GTH FrUR9 YITH OfIE 17F LE'IGTi TWO IF N~EEDFO* THE TWIDDLE FAC',-.

*C W=EXP(TI3IGNe2.PI*SQRT(-1).A/(qhMUIAX). CHECK FOR U:1SlG44*SQlT(-1)
C A'ID PEPEAt F,-q WzIS!GN*30T(-)C0JUGAT(Y.).
C

31 C. (F ( IP A -2))3 3 3 3 3 2C
32C IPAlP=IA:/4

0 -C 31'
331" DO 0 30 11=1,>1 NIG,2

03 340O J3t11,?.N2,Fl
DC 341 Kl=.3T~vT9fNj2r

K2zKl+?I1 N2
TEMP"':DA A(K2e_)
TEMP!:OA A(K2+1)
DA TA(CK2) :DAT AC K1-TEmP.'

0ATA(Kl)=DATACKl1TE'AP,

350 9'MAX=:)-i342

3 T. LMAX=MAXQCNCl2TM~iAX/2)

3;r 7HETA=-THEA
400 14o=CJS(THEr-A)

W (TH E TA V

* WSTPI.=2* *R*WI
0 DC 57 0 L =Nfl.*,L 4A X ,-~

IF (M"A X-!,C NZ 420 42C 94 10

J21=2o*WP *W*
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UJ'rE FCUFT, 74/74 FT I~D FTN~ 4o 106

Y 3 r W2 ql W!.wJ1

00 5530 J3=11 9 t;r&2,yK'ML\-J3+lPA! *M

4 3r, KMU.*,J3

4q~C KSEFP/4*KPIF

1(2=K(1 KD:'F
K3=K2.KIJF
K4=K34KO .F

4.' 61 UR=1!AACK1)+DATA(K2)

I3RzATA(K11 )DATA(K2+1
-* UWIt DAT AKW )DAA (K)

ir u4l=UAr-A(K3+1)+DATA(K44,u

U3,&=DATA(Kl)-AA(K2+1

475 U4R=OATA(K4.1)-DATA(K3+1)
U4I~flATA(K.3)-DATA(K4)
GO -l. 911sQ 41rq, T2R=W2R*DAA(K2) -W2IT*DAYA(K?44)
r3,1=WR*UATA(K3)-WI*T3ATA(K3+1)
T31 WR*DATA(K3.1 ),WT*0A -1(13)

T49=43R&DATA (K#) -W31 *DATA( 4+1~

U2R=T3P~rt4P
IJ21=731*41
U3R =VA T A (K 1 2~
U31=VATA(1(11)--21

4: UR~r31-'41
uii~r4R--3
GO1 '( 51)

50 0 U4R=T4l-r31

* 51C iATA(Kl)=UIR+~U2'
DATA (1(1+) =UtI +U2 I
OATA(K2),zU3w+4UFP

OAT A(K3 )=U1 -L2R
nATA(KS+1 )=UtI-L121
rATA(K4)=U3R-U41

- 5V~ IAA(K4.I):U.31-U4l

* 1(DF=KSTEP

rF(KDIF-fP2b45O.530 ,53.C
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UTVNE FCU~r 74/74. OPT:! PHM3M FTll 4~o.-+564 10

* 53C CONrUE
M=MM ~AX -

54 V TEPAPP=UR
WR =-wI
141 =-EMP,:

* GO -0 560
C .55c PIP &=WP

W =UW I
WI=TEMP.

5'j rIV-L MA X )5;5,'565 9 410

WP:U=WZWTPP-WIlW3TPl+W2)
570 W I W!* WTP. +7E PPI*W ST P! W I

7PAP=3-I PAC*
"'M A)Y( MM~A X+ (-'A X

M AIN LOOP F'.': FACTOt<3 MCT E-UAL. re r43J. APPLY THE TWIDDLE FACrT R

C PERF'"IM A FOURIER TPAN':F03M OF LENGT4 'IFACT(:F), MAKING 'SE OF
-c CONJUGATE SYMMETRIE 7.

60w" :F(~'Tu-P2 $659 700#70C
60b 1; FP1 NO'N2

F1l
NPlHF=!lP 1/2

'.F ( CA -E -3)12 6 19 12

J2S4TP:Y1P2/IFAC' CIF)
J14G2=( J2S -P. FP2) /24

rHETA=-rWOPrFL)A(Jl-l)/FL9A'(v102)
EFC: tG'.)G259G2J 62C

F-2' THETA=-THtTA

WR =W 7TP; +1,.
141 ='S TPI
J1fIll.;=J2 +F 1 I

m' I I AX=J. 1 1 f.G-2
01" 6M5 !1:JltllIAX,2
TOC 630 13=:it-Tl 9MF'2

* J3MAX=73.IFPZ-N
02, 630 J-'=3J3'lAX.Pl
-LMPR:()A A(JZ)

- DATA(%I3)=DArA(J5) 'P-0ArACJ3.I )*4j1
6 (3',, OAA(J3.1 1:TEU.U4*I .ArA(Ji.1 ). '

WR=Wl*W.STPR-Wl *W.TD1,Wg
6,3' Wt:TrMPR.UE5TPl+WI.W0TP.Wt
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'UTPE FiUR, 74/74 . : r=1 PAD"Fp FT M *.P'*.5' to

f. f . TA:W P /F LC AUF AC' (IF

S 1NET H N E-A

W0 f:2*SJaK1.. H
WSTPI=SP( THE'A)

Of) 6'-0 KmlNzIvK'3AIGsKS-FP

J3!AA(J1+IFP2-.Y1~
01) rol J 3=J IvJ3,mA X ,*,Pt

*J2 !AX=J3+TFP1 -tFP2

* F(K'-1)6,4q55q6!13
65 - ~U P =

$iJMI:=J.
003 660 J2=J3,J2MAX,IFP2

66C rUMI=SUMI+DA A(j2.1)
WORK (K PSUMP
WORK(CK. )=SUMT
GO TO 693Q

J2 =J 214AX
QU SUIPrOA: A(,J,)

* SUMI=OATA(J2.1)

J2=J2-IFi.2 4
*610 TEMP4=SUMP,

T E tP SU MI
SU?1':TWCWR& 1P-LP+DATA(J2)
~U MI =T WOWP'.,'Mi-(0Si.A'AdJ2*1)

('LDSw=EMPP

J2 =J'2- r F 2
lF(.JZ-J3)6Th ,675,67

67b TEMPO=WI*SUIV .-C'LOSP+DA'A(J2)
TEFIPI=WUt@SLM:
W0RK(DO:TE9P7:vEMPI
W 7R K ( K Cil1J) :F fi!l T F rA P

WQPK (K*I. ) =TF*"P;T?.EMP:

(36 CINT 1 UE

* 6F9 WR=W3TPa.I.

WI=WT(SP'S1t.I.WT:W
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*UT-.-'E F'U' 74/74 i:* l P1P FI 4 ~'44 1.0

T TW)WWP *.W
!F (vCA-F-3), -29 -E 19 "72

')ArA(12)=14'4K(KI

* 6,3 K=K+,.

C
C CC4MPLETE A 7-EAL TPA;iOFC-M IN T-JE lc T 0!MEN!Oli,~ N ^009 'iY C'PI-
C JUGATE SYMPIFMRIE3 AT EACH SVAGE.

* J3PJAY=13.FP2-NP1
0', 647 J3=i3J3M4AX,PI
J2rPIAX=J-3.AP2-J2;3 TP
DO 6'7 J2zJ5,J2MAXv,Srp
JlMAX(:J2sl-J1G2-.IFP2
JIC'JJ3JVM.AvJ2STP-J2c
D^ 67, Jl=J29J1l'AXv1FP2

!ATA(Jl)=WO.'K(K)
nATA(Jl.1 ):=CPK(K,1)
IF(JI-J2W?67*697,6 6

6=6 I)ATA(JICNJ)=WOFK(K)
DATA(JlCf.'J+1 )=-W2RK(K,1)
%Jl JC!.J=JlCfld- !FP2

6% CfM)T INU~E
!F= F.1
IFPI=IFP2
IF(IFPI-NPU1700CO,610

C C)'?MPLETE A PEFAL TPANSFOr-! 'Iv r4E 13T DIMEN'lrON, N EVEN, UY C'Ifl-
c JUGATE SYMMTRIE3.

*701 %JHALF='

7HETA=-TW. QPI /FLOA (1.

7c? THETA=-THETA
* 703 !INTH=4Sl!(THErA/Zo)

* W TP =-2..SrrH&SrrH
WSTF[:='P'!(THEIA)

4 UW$=WTPI .1.

1*41; =3
JMI N=2 *.';ALF -1
Go TO' 725

710 J=JMII?
M~ 720 1:IMf,9f.T.'TTv.Pe^

- U PRl (OA ?A( IO+A A(J ). ?

M' FlFP!(DATA(. )-DQ 'A(J) J/2.l
DIFI :([A7A ( 1) -0At A(J*1) 1/2.
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DA IA( 1) AJ '. .F-'tP
DJATA ( i +1 =D0: F ' + E rw:
OATA (J) = 3U,1'- -T FYP.-

72 C J=Jd4P2

Jill rJ'EX -
~EMP p = W.
W; =W.;* W -TPR - W1W T rP,+

W **W3Tr W2' E *4'-J' W_') T73 '.+4W

731 D' 7 5 1 [IM! T ) T 9. 02
7331 0ATA(I.1)=-UATA([,1)

T =1"I z~T 0T ~Tr(N

743, I~mIT;=lAX-2& .HALF

* GO T? 135.
750 OATA(J)OA-A(I)

DATA(JeI )=-DATA( [.1)
755 1 =; .,;

J=J-2
tF('7-!MAX)7930 760, C7 ?,O

76C T)T ()D T ( M')D T ( 1%+

165 qATACJ)=flA'A(I)

7 7 DATA (J )=DATA(I MI a)r)ATA( IM1'+1l
SArTA(WJ+1 0o
:MA =MI ,

7t', 0ATA (1 )=ATA (1) .DAT A(2)
FIAT A(2 ) =6

c
C CrOMPLETE A PFAL TRAI'SFJPM F; r14.I 2-';D 2:' 25RO D1"ENST TN FIi
c CrQhJUGAT U S Y'MCT I [E:

UMAX:I5.A!P2=l' 1IP

0j P; 12=I39'2MAX.',rl

J MAX=12. 3. P1-M-%

e510' JfMAX=JMAX.IPZ2
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'UTI'E FicU~n 74/74 C p 71 PoADIp FTP! 4.+Fv O

OATAU( )=OArA (J)

P59 J=JMAX
V" 1160 I=!M[v~Tl6'AX9tPO
0)ATA(I )=OA1ACJ)

C *UJD ;P L 'P '.I EACH 01IF' 51If.
C

'4 1 rY DETAILS DIAGN;'3tS O'F P'Q0BLE10

OATA ARRAY PEFERP!CE CUTSI0E D9FAESr0N BOUI!D7.
OVTA ARRAY PEFEEN~CE our-clnc 014EVSIOVJ BOUNO'.

* 342



UT! PE G A U S 74/74 CT~I PMD" FTA Ito

f:Ull;'0Ur T 1L tJ;Al,..7(IA91Iv ,lAL)
c~~H:' ~ R L'r!'.E: CALCULArE A GAU-I A'4 0: ;jIITE0 A~)M'A1'L

C VAL, ! HJ~ ''A A' 0 'r'A~r)R nEvi 4,ri~il.

C TA :S 1:ITAL!?7ED BEFC-7E F:?3r CALL TO ANY COD !MJTEGEc I-ESS THEN
C 19i DI G I L F:G*H.
c ITY TS GVf>' A-L) AIX SHL3LD BE. USF7I Fe).' !A ' AJ THE "'E)T CALL 0
C THI 191UTT! Co

VAL'.

IA=*LY
V IAL-V AL.

VAL zVAL-c'.
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UT! ?, VE 1~V 74 7%. 1 PT1 Pmfn'!D F' * 54 10,

:3 Vic-OUT f?:E *dVE P T ( A M9 I, tE~
IMFLICIT PEAL (A-H#-i-)

D!.VENSTC.! AC1)98C1)
REAL L(12 )v*"C128)

14 S 0 =pN.*I

loc. H(t)=A(7)

DO :1-3 K=19
V K ".K

L( K) :K
M9( K)= K
KK= K+i(

831 GA=A ( KK)
00~ 20 J=K,'
I ? =N~ J1

00 23 I=K,'

ic tF(AHS(HIGA)-Ar(A(IJ))) 1592392O
153 B1GAAk(1J)

M( K)=J
2 C CO% TI NU E

J=L (K)
IF(J-K) 35,3592

29 KI=K-N
DO 39 1=19'.

M'LD=-A (K)
JI=KI-K(*J
A(K!)=A(JI)

30 A(JI)=H.LD 4

3 1 K)a~-I

!X" '0 J=b9
JKZ K.J
JI=JP+J

'4L=-A(JK)

A(J)=A( 10

4 f) IF(BEGA) 4094694P8

4 6 ~ '.C k'

4E Dc 155 r=19

A(IK)=A(IK)/(-H7GA)
55 CCINT INU V

4 .- DO ",9 1=19
K=,' K!

DO~ '5 J=19,
* IFCJ-K) 629,.5962

62 KJ=!J-!GK,
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CCPIT'k%2E
KJ:K-i
Do 15 J=11,
KJ=KJ.'

IF(J-i() 70C+150710
70 A(KJ)=A(IJ)/HBGA

D~nbB! GA
* A(KK)=l*3/B'GA

C)?TjTIUF.

lo K~iK-1)

1 IF(K) 15 Op150*10 5
10 5 I=L(K)

D", 110 J~lv,
JKJQ+J
H'4LD=A(,JK)

A(Jr)=k LO

120 J=*!CK)

12-7 KI=K-"
no 131 Ezi,9

Hi!LO=A(K&7)
JE=K!-K+J
A(K!)=-A(J7)

15C A(J!)=H"LD
G'" TO~ 10L-

SAVE=A( l)

10C2 CoUNTIUE
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Urx T I F UL T 71u4' 1 P1 F4l FT' t

00 30 0 !1 91
03 200 J~l 91

C(.1 ,j):r.

1r CC% rtIJUE
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SUII OUTINIE CH!ILY(A,?)
C THr:; RUTIAk DETEPM.7FS TH-- LIWER r3[ArhGULA' CHOLESKY S )UA:Z--
c Roe.; OF AN '.Xc: "ATP!X.
C A 1S THE VPUT vArPIX AND A 1:- THE CHOLFSKY SOUARE-RCOT MAT41Y.

DIMENSION ACfJ,'.1)
DC 123 1=19

Diu 123 J=1 ,,N

I cu. r iwE.
01 125 -=I,'
D'I 1293 J1

12 A(IPJ)=O.
R ET R .11

*124. A 1 1 SQ'(A 1 1)

DO i J=19II"1

!FCJ.EGO.1) GC -0 3
DO 2 K=19J~l

2 ~SUM SU!.A ( IKaA (J 9K
*3 4(l9J)=(A(',.fl)-SUM)/A(JvJ)

SUM-

S SUP= SUP+.A C -P K
A A( I OF; )0T(A ( 1v I-z;U M)

A AJ=C.

4
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C
C

IN'TEGER
0.A B9i)A( tM)vT TMPL('i 1)

UIMEtiSIOG 'AE(
C
C THIS SUB-O'UT7/A: PERF-IRMS THE PLOTIIl, CALLS REQUIRED
C 10 PLOT THE FTLTER F TIUATEI R47 ER"p7*S V^.rHE ACrtUAL

C
C

CALL SCALE( !MPL,6so'291)

CALL AIO
CALL AM! S(G. ,0O.1H-POR (PIELS913, .4,",e'. H(%'21 ;T,..

* CALL Ll' -le-PLvO,2.1 ,Cvl~)
CALL PLJ7(0etO.,)
A(N241 )=(''2*1)
AV42+2 )=3 o2 +2)
CALL LINE(MPL 9A 9*2v 1 O 9C
CALL PLC -(-1. v-1.o,-3)
CALL PLUV(3.90*92)
CALL PLC(0.99.,2)
CALL PL(0.,96,2
CALL PLO' (O.,f'.2)
CALL symfl "L 1 *0 95*5 93 1- 9"W',C( t ,sOv,36)
CALL PLC'(O.,'3.93)
CALL PL.L 13;.,3

C4
C
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U T VE PLT, R ~ F 7' T=I FT", 4*+6 to/

* C THIS SUB, '~r' Pt.GT 'HE 4EA'i (+/-)C'E 1IGV'A
*C USIN4G THE OA'A F;- m FHE FJIL'!r :'OUTINE. THE PNAMES

C FOR 'HE ARRAYS WEPE DREVIOUSLY ';TCIEU 'N ARDAY NAM~E
C

',2=lN;FPAML'*2

*cul C1
C

n,., 22- Jz1,F5ANiES
PTA(C0Uft,)=1S(i ,J,
PTA(C2U?.T. )=A(IJ)
-HUJ)=A(T ,J)

PTO.(J)=Ccr ,J)
CCUNT=CCUN: 7+2

2 02C CN T rNJE-
CALL 3,CALE(PVA,4.,N21)-
P TB C :PAV[ES~1)=PA( f!2+1 )
P TC (;FFAIMES.I ) PTAU V2+1)
PrO( :FRAMES+ ) P A (,N2+1
PTH(!FPA"ES.2)=RTA( .2')
FTC( r.FRAPMES +2 ) =P TrA ( N
PTO( 'IFRAYES3.2 ) =P TA(1-:122
CALL SCALE(TTMr,6etFRAME-7,t )
CALL AXIS(O.,t).9HT[ME(SEC),-9,S.,0.,rtM4 FAF-'+I~

CALL AX!-2CO.,C .,3HFPC(PIELS)134.:;OePTA(M2.1),P-A(N24'3))

CALL PLOA12.90.95)
CALL LIr 1iL(T",iPTC!.FRAME, 1 ,O, )
CALL PLer(00,O.93)
CALL LI 7,,E(TA1,PTDo, FPAMU; tO3i).
CALL PL'3*(-l*,-1.,-3)

CALL PLO~T(0*94*92)
CALL PLOT(O.e.%,2)
CALL PLIf"TCO.90*.2)
!FCK*GT.22)Gf TO 30

CALL

40 CONJTINUE

C
-C

c C MOIVE, PENCIL B4ACK TO QPl~O%"
*C

CALL PLO'(0.,Q.,3)
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- C

C POSITIti TM' PF'hC'L FO- THE '.E~XT PLI-
C

a ~~CALLPL'(1.I-3

CD

Reprduced ro'

betaaial
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Appendix E

Computer Software (Trajectory Model)

This appendix contains the Fortran source code for

the implementation of the various trajectories and the

multiple hot spot projection model detailed in Chapter

2. The trajectories and hot spot locations were

generated and saved on file for use in the computer

simulation given in Appendix D. The program was written

for use on the CDC Fortran IV compiler.

35I"
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A A&J'C 74/T4 4"~PP~F o

E AL PUL L UP

C
C E ::1 1 T A F'L T 'F T H F T~% -.'31Y Cc- c 10 r 1 S OEIED

C X], Y iA :1L Z,, A: Fl. T HE 1,1j! 1AL I EFP T TAL C J R 2IATE-

C
C 'ET CQ'IT I FC? THE 26 PJLL'JD AID CNT' 'JUAT!ON MANEUVER

C ( IAJN "4y5

C ' ET PL'E I F( P T' -JT P*~ LAIE MAiIF'J('
*C (71AJFC7,-jfY 4)

PLA' E:2
* C

* C
* ~~ T 13 -Ar A';D 'FIN 3ET TH;!7 D LL r" A t AlOE)

-T A HC~7 O AS TADE,

IF 11 =1 I.

C
C UISV IS i HE IIE:&TIED D1$ITAN~CE 14 rHE EBX DIRECTIONh rr Hi)rSPO-

* C *-flE irj MF4TEf
*C nTflSVc2 Af*D 3 A~rE THE' OFF3ET3 F): Hf'SPOT ! 2 4140 3 I&N THE

C CR Url;C E .1 E(

C

I):FI2: I
0: VP 3- .1

C tULL'jP Er -HE r I!F F,, TI47 PJLLUP !4ANE.UVF' TO~ START

* C (TPAJECT2'RY
* PULL UP =1 ".0

C
C . PATE S7--) ' 4F- GEGFE Cc THE* 2UL'-.UP "'A'''JVEq
C

A' F ';0 1) C.

YbP.

XPOT 0 .S 1 *Xi)TT? erduced I
XPT-Xl)~)')b TME best avaiabe copyZypf): y,%*yor" '7 4 E

ipcrz!*,zn,352



K- 0- AM T c..74/74 ')P T=I PMUjP FrA N 1# '.

IF( T :YE el-TPULLJP)G V 5 1
:F(Ci).Pr.tE.j )GO' '-,I

C 'HE X,) A'O Y;. BELOW AV VALE') A 2G c1JLLUP AT
C '"HErU T4E TA"GEI COVTI'.uF A' A :Z j3TAIT VELOCITY AFTF2: 74AT POnP
C

Y C . 2,0
)(P1J30,XI)QTiTIVFA

YPOS=Y04.YD)Qr* IE

17,) 7 72
71 rNTPj.UE

XPOOS=VX--CO'.-C-C /T7,ATE)&SEj(TRATE*( I'M-21)

ZPac' - 100 T4 I- # T1AE & *T * IM -

72~ CorrI*,UE
7 4>& a (tS*' S 7 10 4

31- .0N T, INU

V#4AG=30'? T(XI).T..24YD,)T*.24.?)'1T*&*2>)
''*?A(V4AGJ/(! A%4GE. .UU#"02)
CALL H3P'T"H.sAHS1HH:2AH'2B, 73AHS3FhTSTARTT[., 9 4 Cw

*,XPIYPC,,'73,',',XDO'Y0 ZT,?~i0 svofLtSVP2,D!SVP5,

F r(IP 4AT4 41;_ 4 9,

F CPMA ( GE 14.
API- ftCVr )X 2r;,PoGP(,':gokYTYDI?,zD0TTrPA F
F!PM'AT(17E3)

I ME,: :'Fr
CUNT"lUFReproduced from

C Lt aIabiea61opyW
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;'(r!.'E Pf TO(' VH72ApV3 39 SVHS3A9 SVS3QNFPAMESVri;1A, SIM3sI)

KEAL SV7'2(0)vV'2(r0
FAL VH 3 A ( 60) SVH 3Bi(20C )

SEAL 7V3VH1IA (OOG) PSVHK, 1~3 232) 9,1 '' 1 U 0 ,H'lLD(6a0
i.TEGEO C' p.3

C
V..F. -AME

C -=1
r

D C IC ,F AA"!7

H:LD(CT+1 =SV4:2 A()
H'ILO(CT+2)VH.3'A(:)
HCLDl(CF)=,-VH:i18( 7)
HC LD1( C7 +1 )= VH32R(I)
H-p 01 D (C T+, )=SVHS3HC D

CALL PL,: SC 1 9 ,q

CALL PLC. (1-,1.9-3)
CALL SCALE-(Hc"LD,4 99'391)
CALL l'CALE(H:LDt,4.#-3,1)

-VHr-3(N'2=l34LD '3+2

CALL A3(.r%13f)F7?~ ' THE AL"4'-A AXIS,

CALL AW: .2H'4JCV9r THE BETA AX'S9

SI'HA') VH128AU,+2)

1710L4 -S I A V') ~H )LO( 3.'

CALL PLC (09,O.,3)

-CALL PLY (C.90.93)
CALL LI~(3V,4 tAgSVHSLI19,'ol,-1 94)
CALL P)-.-.-
CALL PL3'(6991.,2)
(A LL PL.' (r..6.?)
CALL PLO3 (O.,f-,.,2)
CALL PLOr(O., .,?)

*CALL S trL197095o3 59L7HTTEN1 PATTER" 90 917

CALL P LT E
* C
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Uri fUU H'Pr" 4 r4 ~'i wanf FTN 4- +93. I c

4 C ', V X P7 'f 1 ; 4 -' t H ' oY " v H " A ! ,Y9 VH A tP C ,, i 7 Y l ? ) T r 3V r t V 2 f !-P, k

C.

*C ' L ;[T2 T141 '-ATF F TrWr C '"IrA'r :Ll. "'A*:FJVF:P
*C F01 A 'd LL I LFC; S 7L= I?51.ri

CLL .5

!I E T A r A( Y H C:)

V X Z'-- XO T *70)T* &2
I VX? SO"T Vx Z2)

C, A C(1 AL- H A
. A=3 1',(AL' HA)

ME Or MEG. T F! ) GO 0 3
:F 1IME L T. 7 )TAr ) G C
C .SWzCrjS(P'LL*(I'iE-TSrAR'T))

3 OP P V 3 00 ( XD:T *b4,(YflT**7)*(X3):rh&2)+(2*(

!I IN=c

I ' AVA(C02OW(-D0T)/.;0%1x 7( +C:! W YD01T X~r) h/rippV

Th:-Ll= f3A VEA. 1L?.R(CIA)).((-VX72*S!IW*C('JB)/DPPV)

C

HS2I:CU 1 ZP2 /IA?4GFJ.DF. 4 ) 0 1O))

H33A 1 ~)SVP 3 /R ANGE)DE'. A ) . 0 2

C
;VZ1 A (rij) I A

,VH S A Q H Z A b t iabe cpy.

~VH F~ 39 =4 3

C
* C

E T U; PI
PT D
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Division, Korea; Improved HAWK battery commander, llth

Air Defense Artillery Brigade, and instructor, Department
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